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Lesson #7

• Influence maximization:
– Background, motivation and examples

• Linear Threshold Model

• Independent Cascade Model

• Theoretical properties
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Influence Maximization
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Motivation

• Advertisement – find most influential users 
and ask them to post an ad of your product

• Opinion making – find most influential users 
to spread the opinion

• Vaccination research – find people to 
vaccinate first
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Examples
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Examples

6



Examples

7



Kate Middleton effect

• The Kate Middleton effect is the 
trend effect that she is reported to 
have had on others, for example in 
sales of particular products.

• According to NewsWeek: 

"The Kate Effect may be worth £1 
billion to the UK fashion industry"

8

https://en.wikipedia.org/wiki/Kate_Middleton_effect

https://en.wikipedia.org/wiki/Kate_Middleton_effect


Diffusion of innovation

9Book by Everett Rogers, 1962



Marketing example: Hotmail

Jul 1996: Hotmail.com started
Aug 1996: 20K subscribers
Dec 1996: 100K
Jan 1997: 1 million
Jul 1998: 12 million

Bought by Microsoft for $400 million

Marketing:   At the end of each email sent there was a message to 
subscribe to Hotmail.com:

“Get your free email at Hotmail" 
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Influence Maximization
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Given a graph, find k people 
to maximize the number 
influenced of people



Influence Maximization
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Given a graph, find k people 
to maximize the number 
influenced of people



Whom to take?
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Models of influence

• Two basic models:
– Linear Threshold Model

– Independent Cascade Model

• Setup:
– A social network is represented as a directed weighted graph, 

with each person as a node
– Nodes start either active or inactive
– An active node may trigger activation of neighboring nodes 
– Monotonicity assumption: active nodes never deactivate
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Linear Threshold Model
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Linear Threshold Model

• A node v has random threshold θ
v  

~ U[0,1]

• A node v is influenced by each neighbor w according 
to a weight b

vw 
such that 

• A node v becomes active when at least (weighted) θ 
v
 

fraction of its neighbors are active
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Stop!



Independent Cascade Model
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Independent Cascade Model

• When node v becomes active, it has a single 
chance of activating each currently inactive 
neighbor w.

• The activation attempt succeeds with 
probability p

vw 
.
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Stop!



Theoretical properties
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Influence Maximization Problem

• Influence of node set S, denoted as I(S) (or f(S)): 
The expected number of active nodes at the 
end, if set S is the initial active set.

• Problem:
– Given a parameter k, find a k-node set S to 

maximize I(S)
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Properties of I(S)

• Non-negative

• Monotone

• Submodular
– Function I is submodular iff:
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NP-Hardness of IM

• The problem is NP-Hard! (by reduction from the     
Set Cover Problem)

• Reminder - Set Cover Problem:
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The reduction (sketch)

Given an instance of Set Cover Problem with sets 
X1…Xm:

1. Build a bi-partite graph X to U by creating edge (Xi ,u) 
for each  u   if   u ∈ Xi  (with weight 1)

2. Solution of k-IM problem will solve the k-Cover Set
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Approximation algorithm

Greedy Hill Climbing algorithm:

Example:
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Approximation quality

• Hill climbing produces a solution S where: 

f(S) ≥ (1-1/e) * f(OPT)   [1-1/e ~ 0.63]

• Claim holds with 2 must properties of f:
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Results by [Nemhauser, Fisher, Wolsey ’78, Kempe, Kleinberg, Tardos ‘03]



How to compute the I(S)

• Independent Cascade Model:
– Take the original graph and generate an instance 

where the weights of edges are the probabilities

– Repeat the process many times and compute the 
average (expected) number of edges reachable 
from S
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Experimental Results

• Collaboration graph obtained from co-authorships in papers 
from arXiv’s high-energy physics theory section
– Claim: co-authorship networks capture many “key features”

– Simple settings of the influence parameters

– For each paper with 2 or more authors, edge was placed between them

• Competitors:
– Degree centrality: Pick nodes with highest degree

– Closeness centrality: Pick nodes in the “center” of the network

– Random nodes: Pick a random set of nodes
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Experimental Results
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probability = 1% probability = 10%



Discussion

• Greedy approach is very slow!
– The complexity is O (k * n * m * R)

R – rounds, n – nodes, m – edges

• Optimization ideas:
– Faster reachability computation

– Heuristics like degree discount

• Open problems:
– More realistic models

– Negative influence
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Thank you!
Questions?

50


