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ABSTRACT
Visual search has become popular in recent years, allowing users
to search by an image they are taking using their mobile device or
uploading from their photo library. One domain in which visual
search is especially valuable is electronic commerce, where users
seek for items to purchase. In this work, we present an in-depth
comprehensive study of visual e-commerce search. We perform
query log analysis of one of the largest e-commerce platforms’
mobile search application. We compare visual and textual search
by a variety of characteristics, with special focus on the retrieved
results and user interaction with them. We also examine image
query characteristics, refinement by attributes, and performance
prediction for visual search queries. Our analysis points out a vari-
ety of differences between visual and textual e-commerce search.
We discuss the implications of these differences for the design of
future e-commerce search systems.
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• Information systems → Online shopping; Query log anal-
ysis; Web log analysis; Search interfaces.
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1 INTRODUCTION
The growing popularity of search from mobile devices equipped
with a camera and the advancement in computer vision techniques
have given rise to a new form of search: search by image, also
commonly referred to as visual search. Visual search enables users
to input an image as a query and retrieve a ranked list of results
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based on their relevance to the input image. Major Web search
engines, such as Google and Bing, have introduced visual search
functionally, which allows querying for information that is hard
to articulate by text [10, 36]. Neural network techniques for image
recognition support effective feature representation, classification,
segmentation, and detection, and enable efficient retrieval over huge
corpora [41, 60, 72]. As Web content becomes ever more visual [60],
with the explosive growth in the number of online photos in social
media and other websites [76, 79], allowing users to express their
information needs through an image becomes imperative.

In recent years, visual search has been implemented and studied
in a variety of domains, such as travel [55], news [23, 58], health-
care [25, 33], education [59], and food [49, 82]. Notably, one of
the most popular visual search domains is electronic commerce.
Sometimes referred to as visual shopping [68], visual search in e-
commerce allows customers to search for listed items or catalog
products using an image instead of the keywords normally used in e-
commerce search [46]. This type of search naturally reflects offline
shopping processes, which are often driven by visual inspection,
and brings a sense of visual discovery to the online world [8, 79].

Search by image has a number of potential advantages over
traditional text-based search. First, it can be fast and intuitive, as
simple as uploading or taking a picture and triggering a search.
Second, it is agnostic to language, which becomes increasingly
important as online shopping becomes global. In addition, it does
not require from customers to be acquainted with the terminology
used by the e-commerce site for the type of merchandise they are
seeking [46]. Some e-commerce categories, such as Fashion, Home
Decor, or Art, are fundamentally defined by visual characteristics
that are sometimes difficult if not impossible to articulate by text [8,
60]. For instance, on Etsy, an online marketplace for handmade and
vintage goods, Style is particularly important as buyers often seek
items that match their eclectic tastes [37]. In Fashion, customers
often seek a new look, outfit, or theme; visual search technology
helps express these aesthetic aspects in a way text has never been
able to capture [5].

In a recent survey by visual content company ViSenze, 62% of
Millennials and Gen Z consumers indicated they wish for visual
search over any other new technology [2]. Photo sharing service
Pinterest reported that among its 350M monthly users, many have
expressed a desire for visual shopping [60]. A study from The Intent
Lab found that 85% of the young respondents put more importance
on visual information than textual information [3].

In recent years, manyWeb and e-commerce sites have introduced
visual search functionality into their commercial applications [10,
36, 38, 47, 74, 79]. E-commerce platform Alibaba reported that their
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“search by image” application triggered high attention and wide
recognition, and has experienced swift growth with an average of
over 17 million daily active users in 2017 [79]. However, despite the
growing popularity of visual search, to the best of our knowledge
no study has performed an in-depth analysis of visual search usage.
The majority of the literature on visual search in recent years has
focused on describing the end-to-end system architecture [36, 38,
47, 50, 74, 79] and evaluating ranking models [35, 46, 54, 72, 76–78].

In this work, we perform a search log analysis of over 1.5 mil-
lion image queries, issued to the mobile application of eBay, one of
the most widespread e-commerce platforms, over a period of four
weeks. We compare the image queries with a sample of text queries
of similar size, performed on the samemobile application during the
same time period. Our comparison encompasses characteristics of
context, sessions, retrieved results, attributes (facets) used for query
refinement, and clicks. We also analyze the image searches accord-
ing to several unique characteristics of images, comparing searches
with images captured from the device’s camera to searching with
gallery images. In the final part of our work, we experiment with
query performance prediction for visual search, revealing several
novel pre- and post-retrieval predictors that demonstrate significant
performance.

Our key contributions can be summarized as follows:
• To the best of our knowledge, we present the first comprehensive
in-depth analysis of visual e-commerce search log.

• We combine analysis of queries, sessions, retrieved results, re-
fining attributes, and clicks to shed more light on the common
and different between image and text queries.

• We provide empirical evidence that image queries are more
specific than text queries.

• We evaluate a set of query performance predictors for visual
search and compare them with classic textual search predictors.

Our findings suggest different ways for e-commerce search sys-
tems to enhance their support and take advantage of the unique
characteristics of image queries. We conclude the paper by summa-
rizing the key findings and discussing their implications.

2 RELATEDWORK
The task of visual search, or search via an image query, has been ex-
tensively studied by the Computer Vision andMultimedia communi-
ties. Techniques have evolved from feature-based and bag-of-words
approaches [8, 21] to deep learning and semantic representation
methods [46, 48, 50, 54]. With the growing popularity of mobile
devices that made camera use ubiquitous, and the advancement in
deep learning techniques for computer vision and particularly for
visual search, more studies started to emerge introducing visual
search systems. These studies focus on the end-to-end architecture
and, in some cases, evaluation of the retrieval model, rather than on
query log analysis and behavioral characteristics, as explored in our
work. Hu et al. [36] provided an overview of the visual search sys-
tem in Microsoft Bing. They described the methods used to address
relevance (using a learning-to-rank approach with visual features),
latency, and storage scalability and provided an evaluation of these
three dimensions. Bhattacharya et al. [9] presented a multimodal
dialog system to help online customers visually browse through
large image catalogs, using both visual and textual queries. Web

search using images has also been referred to as “reverse image
search”. Bitirim et al. [10] performed an evaluation of Google’s
reverse image search performance, in terms of average precision at
varying sizes of result sets.

Largely, the most popular domain of visual search research has
been electronic commerce. In recent years, a variety of studies have
been published describing the architectures of a “search by image”
functionality introduced by multiple e-commerce platforms and
evaluating different search algorithms to enable effective and ef-
ficient visual search. Zhang et al. [79] introduced the large-scale
visual search algorithm and system infrastructure at Alibaba. They
discussed challenges such as bridging the gap between real-shot
images from user queries and stock images and dealing with large-
scale indexing of dynamic data. In a followup work [78], the authors
proposed learning image relationships based on co-click embed-
ding, to guide category prediction and feature learning and improve
visual search relevance. Li et al. [47] presented the design and im-
plementation of a visual search system for real-time image retrieval
on JD.com, one of China’s largest e-commerce sites. They demon-
strated that their system can support real-time visual search with
hundreds of millions of product images at sub-second timescales
and handle frequent image updates through efficient indexing meth-
ods. Yang et al. [74] described the end-to-end approach for scalable
visual search infrastructure at eBay, along with in-depth discus-
sions of its basic components and optimizations, trading off search
relevance and latency. To a large extent, our work takes advantage
of the system described in that work to characterize visual search
use on eBay and compare it with textual search.

Image sharing service Pinterest has been a source of a variety
of studies describing its visual search and discovery system and
some of the algorithms behind it. All applications were directed
at online shopping, giving another indication of the relevance of
visual search to e-commerce. The earliest work [38] described how
Pinterest built a cost-effective large-scale visual search system and
showed its positive effect on user engagement. Another work [77]
described the image embedding process behind Pinterest’s visual
search, using a multi-task learning architecture capable of jointly
optimizing multiple similarity metrics. Additional studies focused
on more specific use cases, such as selecting a detected object in an
image as a visual query [60, 76] and recommending style-compatible
complementary products for an outfit [40, 45].

Visual search should not be confused with the broad domain
of image search, which refers to the results rather than the query:
image search, i.e., search whose result set consists of images, is a
popular search vertical and has been extensively studied (e.g., [20,
26]). Image search and visual search naturally integrate when both
the query and returned results are images. This type of search is
often referred to as content-based image retrieval [21, 72]. In our
work, however, we explore visual search in another popular search
vertical – shopping – with e-commerce listed items as returned
results. To the best of our knowledge, no comprehensive log analysis
of a visual e-commerce search engine has been reported.

3 RESEARCH SETTINGS
Our analysis is based on a random sample of 1,635,632 image queries
from the eBay mobile search application, performed by over 250,000



unique users along a period of exactly four weeks (February 2nd-
29th, 2020) in the United States. The eBay mobile search application
allows searching with an image by clicking on a camera icon to the
right of the textual search box. The user can then either instantly
take a photo to be used as the query using the device’s camera or
upload an image from the device’s photo gallery. After inputting an
image, the eBay search engine retrieves a list of relevant results to
the image query, presented to the user according to their relevance
rank. The returned list of results can be traversed from top to bottom
(and back) by scrolling. For comparison, we collected an identical
number of queries performed using the “regular” textual search
box of the same mobile application. We refer to the former set of
queries as image queries and to the latter as text queries. The text
queries were collected along the same period of four weeks for a
similar number of users. Moreover, we sampled an identical number
of image and text queries in each day of the experimental period.
When inspecting day-of-week distribution and session statistics,
we compared all queries from all users in our image sample with
all queries from all users in our text sample, during four weeks of
the experimental period, to allow suitable analysis.

Each query in the log, either image or text, included, in addition
to the query itself, a timestamp (adapted to the timezone in which
it was performed) and the list of retrieved results presented to the
user on the search engine results page (SERP). Each returned result
is a listed offer, or listing in short, by a specific seller. Our data
included, for each result, its rank on the SERP (the top result is at
rank 1) and a unique listing URL. In addition, for each query we
had information about its associated clicks and purchases, if any
were performed, including their ranks and corresponding listing
URLs. After a query (image or text) is submitted and the results
are presented, the user can refine the result list using attributes
,such as color, brand, or size. Our log included the attributes used
for refinement and their values or value ranges (e.g., color ‘blue’ or
size over 40 inches).

eBay spans a variety of shopping domains. Each listing on eBay
is associated with a leaf category (LC), which is the most specific
type of node in the eBay’s taxonomy. The taxonomy includes tens
of thousands of LCs, such as Electric Table Lamps, Developmental
Baby Toys, or Golf Clubs. Each listing is also associated with one
out of 43 meta-categories (MCs), such as Home & Garden, Toys
& Hobbies, or Collectibles. For each result on the SERP, we had
information about the LC and MC it belonged to.

Our analysis is organized as follows. Section 4 compares basic
characteristics of image and text searches, including searcher’s
demographics, context, and session characteristics. Section 5 ex-
amines the image query characteristics, including source (captured
by camera or uploaded from gallery), orientation (vertical or hor-
izontal), brightness, and catalog quality. Section 6 looks into the
characteristics of retrieved results, including their category distri-
bution and image quality. Section 7 examines the attributes used
to refine image queries in comparison with text queries, while Sec-
tion 8 inspects click characteristics, such as click-through rate and
mean reciprocal rank. Finally, in Section 9, we describe our experi-
mentation with a set of new pre- and post- retrieval performance
predictors for visual search.

Figure 1: Query distribution by hour of the day.

4 BASIC CHARACTERISTICS
Context andDemographics.We found similar demographic char-
acteristics for image and text queries in terms of searcher’s age and
location (city and state). For gender, we observed a substantially
higher portion of female searchers for visual search (ratio of queries
performed by a female versus male up by a factor of 2.56 compared
to textual search). This trend persisted across all MCs, such as Col-
lectibles (ratio: 3.13), Home & Garden (1.97), and Fashion (ratio
1.61), and further intensified when inspecting only image queries
performed using a gallery photo (ratio 3.67).

The distribution across day-of-week was similar for image and
text queries: in both, there was a slight peak on weekends compared
to weekdays. In contrast, there was a noticeable difference between
image and text queries with regards to time-of-day, as depicted in
Figure 1. Image queries were more frequent during day hours (from
6am to 4pm), with a peak at 12pm, while higher portions of the text
queries (relative to image) were performed during late afternoon,
evening, and night, peaking at 6pm.

In our analysis, we inspected the results while controlling for fac-
tors that were found to be different between image and text queries,
including time-of-day and gender. When relevant, we report the
influence of these factors on the results.

Sessions. The query logs (both image and text) are partitioned
into sessions, based on a commonly used definition: a sequence
of queries by the same user, without an idle time longer than
30 minutes between each pair of consecutive queries in the se-
quence [34, 39]. We refer to an image session as any session that
contains at least one image query. All the other sessions are con-
sidered as text sessions. Table 1 presents session statistics. It can
be seen that image sessions tend to be longer, with a substantially
lower portion of 1-query sessions. As a result, their average and
median duration is also substantially longer. Yet, even when con-
trolling for the number of queries (2, 3, and 5 are presented in the
table), the duration of image sessions is longer than text sessions.
Inspecting idle time between queries in a session, it is also longer
for image sessions, even when inspecting specific transitions, such
as from the first query to the second, or from the second to third.

5 QUERIES
As mentioned in Section 3, visual search can be used by two flows:
using the device’s camera to instantly take a photo and using the
camera roll, or photo gallery, to upload one. We refer to these two
flows as the camera flow and gallery flow, respectively. In Figure 2,
examples 1,5,6,7,8 demonstrate image queries using the camera flow,
while 2,3,4,9,10 demonstrate image queries using the gallery flow. In
our sample, 80.07% of the image queries were performed using the



Table 1: Session characteristics.

Text Image

Avg (std) number of queries 2.99 (4.22) 7.83 (12.9)
Median number of queries 2 4
% 1-query sessions 44.00% 21.63%

Avg (std) duration in minutes 18.47 (29.81) 38.81 (57.87)
Median duration in minutes 7.65 18.13
Median duration length=2, 3, 5 5.85, 9.55, 17.23 6.43, 10.55, 20.15

Avg (std) idle in minutes 3.85 (7.20) 4.31 (6.49)
Median idle in minutes 1.48 2.33
Median idle 1st-2nd, 2nd-3rd in minutes 0.87, 0.93 1.03, 1.02

camera flow and 19.93% using the gallery flow. These portions vary
substantially across categories: MCs with high portion of camera
queries (over 85%) include media (Books, Music, Video Games),
Collectibles, Antiques, and Art. On the other hand, MCs with high
portion of gallery queries (over 30%) include Fashion (with nearly
half of the queries), Jewelry & Watches, Cellphones & Accessories,
and Health & Beauty. In the next section, we explain in more detail
how we associate a query with an MC.

In the remainder of this section, we examine three image char-
acteristics – orientation, brightness, and catalog quality – and com-
pare them between the two flows.

Orientation. The aspect ratio of an image is the ratio of its
width to its height. When it is higher than 1 the image has a hori-
zontal orientation and when it is lower than 1 the image is vertical.
The portion of vertical images was substantially higher on camera
queries at 92.72% compared to gallery queries at 72.04%. This may
stem from the fact that users shoot their camera queries while hold-
ing the phone in the more natural and common vertical orientation
and do not bother to change to horizontal for querying. It should
be noted that the portion of vertical images is relatively high even
in gallery photos. Recent datasets of mobile photos include a much
lower percentage of vertical photos, e.g., 44.5% [67] and 40.3% [29].

Brightness. Figure 3 depicts the brightness [7] histogram (by
buckets) of camera and gallery queries. For reference, the figure also
plots the brightness distribution of two publicly-available image
datasets: a Flickr dataset [75] that contains 30k pictures taken by
Flickr users and a Fashion dataset [1] that contains 44K images of
professional stock photos of fashion products. It can be seen that
gallery queries are generally brighter than camera queries. The
camera query brightness histogram is almost identical to the Flickr
dataset, with user-generated photos. The gallery histogram, on the
other hand, spans almost the entire range and overlaps with both
the Flickr and Fashion datasets. This implies that gallery queries
include both user-generated photos and professional studio photos.
In Figure 2, examples 3 and 10 demonstrate uploaded user-generated
screenshots, while 2 and 4 are uploaded stock photos.

Image quality.Online marketplaces often use models for image
quality assessment in order to select the best images for their prod-
uct catalogs [17]. We used an in-house tool that assigns a quality
score to an image, based on a supervised model trained over a large
collection of images uploaded by sellers as part of their listing pro-
cess. Quality scoring considers factors such as size, cropping, angle
view, blur, background, frame, watermarks, inclusion of human
body parts, and additional elements besides the main product for
sale [71]. As expected, gallery queries had a substantially higher
quality than camera queries, with an average score of 0.90 (std: 0.21,
median: 0.97) versus 0.81 (std: 0.28, median: 0.94), respectively.

Table 2: Distribution of the number of MCs and LCs among
the top 40 retrieved results for image vs. text queries.

# of categories Meta Categories (MCs) Leaf Categories (LCs)

Text Image Text Image

1 70.30% 94.75% 40.6% 87.96%
2 15.19% 5.06% 18.71% 10.88%
3 5.81% 0.17% 11.13% 1.00%
4 3.08% 0.01% 7.33% 0.12%
5 1.94% 0.01% 5.00% 0.02%
6+ 3.68% 0.00% 17.17% 0.02%

6 SERP
In this section, we inspect various characteristics of the retrieved
results for image queries, presented to users in the search engine
results page (SERP), in comparison with text queries. Our analysis
in this section and those that follow excludes null queries, i.e.,
queries for which no results were returned [62]. The portion of
null queries in our data was slightly higher for image queries than
for text queries: 1.31% versus 0.80%, respectively. We observed that
image null queries had lower brightness [7] (−11%) and aesthetic
score [65] (−17%) compared to all other image queries. Figure 2
example 1 demonstrates a null image query.

Overall, the number of retrieved results was lower for visual
search than for textual search, with a ratio of 0.35 between the two
averages (std ratio: 0.28, median ratio: 0.57). We refer to the last
result viewed (LRV) by the user as the result with the lowest rank
that the user scrolled down to. The average LRV for image queries
was 61.15 (std: 69.43, median: 40), comparable to text queries at
59.15 (std: 68.25, median: 46), indicating users traverse a similar
number of results in search types. For our SERP analysis, unless
otherwise stated, we considered the top 40 results, as this was the
median number of results traversed by a user in visual search.1

Number of categories. A prominent characteristic of the SERP
is the distribution of results across e-commerce categories. The
average number of MCs on the SERP was 1.05 (std: 0.24) for image
queries, compared to 1.67 (std: 1.47) for text queries. The average
number of LCs on the SERP was 1.14 (std: 0.41) for image queries,
compared to 3.46 (std: 3.94) for text. Table 2 shows a detailed dis-
tribution of the number of MCs and LCs on the SERP. It can be
seen that while over 17% of the text SERPs span six LCs or more,
virtually no image SERPs (0.02%) do. Overall, we observe that the
SERP for image queries is considerably more focused on specific
categories. These characteristics were similar for both camera and
gallery queries. Figure 4 (left plot) demonstrates that for text queries,
the number of MCs and LCs on the SERP decreases as the query
length increases, however even for very long queries (10 terms or
more), it is higher than for image queries.

Category distribution. For our next analysis, we assign each
query to one MC and one LC according to its SERP. We define
the dominant category (MC or LC) as the most common category
among the top 40 results. In case more than one category is the
most common on the SERP, we considered the one with the higher
ranked top result as the dominant category. The use of such a tie
breaker was infrequent: only 0.75% (2.41%) of the text queries and
0.001% (0.03%) of the image queries for MCs (LCs). During our ex-
perimental period, visual search was used across all categories at

1Throughout our analysis, we also calculated the statistics for the top 10 results and
observed very similar trends.



1 2 3 4 5 6 7 8 9 10
Figure 2: Examples of image queries.
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Figure 3: Brightness of camera vs. gallery query images
compared with two public datasets. Lower values represent
darker images.

Figure 4: Analysis of text queries by length: average number
of MCs and LCs on the SERP (left plot) and percentage of
queries refined by attributes (right plot). The dashed lines
indicate the respective values for all image queries.

eBay, spanning all 43 MCs and thousands of LCs. Yet, the distribu-
tion across categories was different for image queries than for text
queries. To understand the most common distinctive categories in
image queries relative to text queries, we used Kullback-Leibler
(KL) divergence, which is a non-symmetric distance measure be-
tween two given distributions [6, 15]. Specifically, we calculated
the categories (MCs and LCs, respectively) that contribute the most
to the KL divergence between the distribution of image queries
across MCs (LCs) and the distribution of text queries across MCs
(LCs), which was 0.39 (1.11) in total.

Table 3 presents the 10 most distinctive MCs for image queries
compared to text queries. For each such MC, the 3 most distinc-
tive LCs that belong to it are presented, to demonstrate a finer-
grained granularity of categories that are especially popular for
visual search. The list of distinctive MCs is topped by Collectibles,
such as mugs, lamps, and plates, with more related MCs further
down the list, such as dolls, coins, and stamps. Pottery & Glass is
the second most distinctive MC, especially glassware, as can be
observed in the list of top-related LCs. Other MCs that relate to
art can be observed further down the table and include crafts and
jewelry. Antiques, the third most distinctive image MC combines
characteristics of both collectibles and art. The fifth most distinctive
MC is Toys & Hobbies, with character and action figures among
the top LCs, and some vintage games such as traditional board
games and puzzles further down the list (not presented in the table).
The Baby category is also high on the MC list, with LCs related
to strollers, swings, and monitors. Overall, we observe that while

Table 3: Most distinctive MCs and LCs in image queries rel-
ative to text queries according to KL divergence.

Meta Category (MC) Leaf Category (LC)

Collectibles
Mugs & Cups
Table Lamps
Collector Plates

Pottery & Glass
Fenton Art Glass
Crystal
Pyrex

Antiques
Chinese Figurines & Statues
Ceramic & Porcelain Vases
Porcelain Plates & Chargers

Dolls & Bears
Cloth Dolls
Dollhouse Miniatures
Cultures & Ethnicities Dolls

Toys & Hobbies
TV & Movie Character Toys
TV, Movie & Video Game Action Figures
Contemporary Manufacture Board & Traditional Games

Coins & Paper Money
US Coin Errors
Medals
Nepali Paper Money

Stamps
US Collection and Lots
US Postage
US Unused 1941-Now

Baby
Stroller Parts
Baby Swings
Baby Monitors

Crafts
Ready-to-Paint Pottery
Wood Items
Acrylic Paint

Jewelry & Watches
Retro & Vintage Costume Necklaces & Pendants
Retro & Vintage Costume Pins & Brooches
Fashion Bracelets

visual search was used across the board, it was especially popular
for collectible and vintage products, art, and toys & babies. The
Fashion category, which has been the subject of many previous
studies on visual search [5, 8, 40, 41, 43, 48, 60], occurred in nearly
10% of the visual searches, but was not more popular than in textual
searches.

Image quality. The average image quality on the SERP showed
no significant difference between image and text queries (𝑝>.05,
two-tailed unpaired t-test) at 0.866 (std: 0.265, median: 0.985) com-
pared to 0.796 (std: 0.333, median: 0.979), respectively. There was
also no significant difference from image queries in the gallery flow
(avg: 0.825, std: 0.304, median: 0.982), even though as shown in Sec-
tion 5, there was a significant difference in terms of the image query
quality. Overall, we see that the query’s modality does not have a
significant impact on the image quality of the retrieved listings.

7 QUERY REFINEMENT BY ATTRIBUTES
Due to the structured nature of search results in e-commerce, re-
finement using a variety of attributes is a common feature of e-
commerce search [34, 63, 70]. Upon issuing a query, the user is
displayed with different attributes, typically defined based on the
category(ies) of the returned results, and can narrow down the



list of retrieved results based on specific attribute values, such as
a color, size, or brand. Despite the fact that such refinements are
actually used in a rather small portion of the queries, they allow
to gain understanding about specific information needs for visual
versus textual search based on user interaction.

Generally, the use of attributes to refine the search results was
considerably less frequent on image search compared to text search,
with an image-to-text ratio of 0.17. This sharp difference gives
another indication that image queries often reflect narrower infor-
mation needs with richer sets of attributes than text queries. We
further explore this by analyzing refinement use in text queries ac-
cording to their number of terms. Figure 4 (right plot) shows a clear
trend: the use of refinement by attribute decreases as the length
of the text query increases. The portion of refinements in image
queries is slightly lower than the portion of refinement for 8-word
queries (which account for 0.58% of all text queries), suggesting
that according to this signal, an image query is “worth” at least
eight terms. This rough extrapolation likely reflects a lower bound,
since as shown in previous work, users also refine their text queries
by adding terms to the query itself [34], an option that does not
currently exist in visual search. It should also be noted that users
rarely input queries of more than 8 terms and these account for
only 1.21% of all text queries.

Table 4 shows the relative distribution of attributes used for refin-
ing image and text queries (and the image-to-text ratio). For image
queries, the list is topped by brand and color, with material and
style also having particularly high ratio. While brand and material
are indeed challenging to detect based on image, and style has been
previously studied as a particularly popular attribute for visual
search [40, 41, 52], the relative popularity of the color attribute is
rather surprising and we therefore further explored it, as will be
detailed later in this section. In Figure 2, example 3 was refined
by a color (green) and example 4 was refined by both a material
(leather) and size (women’s 8). Further down the list of common
image attributes are style-related heel height, sleeve length, and
dress length. With a particularly high ratio are pattern (also stud-
ied in various papers [8, 43, 60, 68, 74]), team (relevant to sports
merchandise), and, most extremely, original/reproduction, which
again indicates the prevalence of vintage and collectible items on
visual search. The text list is topped by the size attribute, which
has a double relative frequency compared to image queries. The list
includes many other size-related attributes, such as shoe size and
size type, as well as technology-related attributes such as network,
storage capacity, screen size, and operating system.

Table 5 shows the most common values used for refinement in
two of the most common attributes: color and material. The colors
that are more popular on image search are blue, green, white, and
clear (x7 more popular than for text). We conjecture that users need
to distinguish colors that are hard to detect on image, prominently
clear items, but also white (from other bright colors) and (dark)
green and blue (from black). In Figure 2 example 5, the user explicitly
used ‘blue’ as a color refinement. For material, the lists of image
and text values are more disparate: the text list is dominated by
types of fabric, while the image list is more diverse with a variety
of materials, including ‘fabric’ itself.

We finally inspect image query refinement by flow. Generally,
the use of refinements was more frequent on gallery image queries

Table 4: Most clicked attributes for refining text and image
queries. The rightmost column shows the ratio between the
percentage of the attribute use out of all attributes used in
image queries and the same percentage in text queries.

Text Image

Attribute Attribute Ratio

1 Size Brand 1.60
2 US shoe size (men’s) Color 1.75
3 Brand Size 0.50
4 Color Material 2.88
5 US shoe size (women’s) US shoe size (women’s) 0.95
6 Size type Size type 1.07
7 Type Style 2.07
8 Network Type 1.43
9 Style Sleeve length 1.49
10 Material Heel height 2.66
11 Storage capacity Dress length 2.33
12 Sleeve length US shoe size (men’s) 0.17
13 Model Original/reproduction 24.13
14 Screen size Pattern 4.05
15 Operating system Team 7.41

Table 5: Most common color and material values used for
refinement of text and image queries, with respective image-
to-text relative usage ratios.

Color Material

Text Image Text Image

Value Value Ratio Value Value Ratio

Black Black 0.82 Leather Wood 2.46
Blue Blue 1.19 Cotton Glass 5.77
White White 1.21 Silk Cotton 0.60
Gray Green 1.39 Polyester Leather 0.32
Brown Red 1.01 Linen Ceramic 5.91
Red Pink 1.09 Wool Fabric 5.30
Beige Clear 7.00 Nylon Mirror 17.63

compared to camera, by a factor of 3.51, but still not as frequent as
in text queries. The distribution of attributes was similar between
the flows, with one noticeable difference: the size attribute was
used substantially more frequently in the gallery compared to the
camera flow, by a factor of 2.52. We conjecture that size is easier
to capture when taking a photo by the device’s camera and using
one’s hand or another object of known size for reference (e.g., see
Figure 2, examples 5 and 6).

8 CLICKS
Table 6 shows the ratio for various click characteristics between vi-
sual and textual search.2 These include the click-through rate (CTR;
the portion of queries for which at least one result was clicked), and,
for clicked queries only, the average number of clicks (AVC) and
mean reciprocal rank (MRR). At the session level, it can be seen that
the CTR is only slightly lower for image sessions than text sessions
and the AVC is almost identical. Yet, as shown in Table 1, the length
of image sessions is substantially higher than text sessions. Indeed,
moving to the query level, the CTR ratio between image and text
queries is as low as 0.485. The AVC ratio is also below 1, indicat-
ing that even for clicked queries, fewer results are clicked when
the query is an image. Lower CTR and AVC were also reported
for voice queries [27], which represent another newly-introduced
beyond-text query modality. Despite the fewer clicks, the MRR was
higher for image queries than for text queries, indicating that clicks
are more frequently performed on top results. For voice queries,
2We cannot disclose actual values due to business sensitivity.



Table 6: Click-through rate (CTR), average number of clicks
(AVC), and mean reciprocal rank (MRR) ratios between im-
age and text queries.

CTR Clicked queries

AVC MRR

Sessions 0.897 0.979 –
Queries 0.481 0.739 1.113
Gallery flow queries 0.674 0.907 1.008

Home & Garden queries 0.427 0.847 1.163
Collectibles queries 0.497 0.668 1.151
Toys & Hobbies queries 0.521 0.677 1.211
Jewelry & Watches queries 0.552 0.724 0.921
Fashion queries 0.595 0.786 0.957
Antiques queries 0.642 0.685 1.095
Pottery & Glass queries 0.810 0.714 1.261

the MRR was reported to be similar to that of text queries, at a ratio
of 0.97 [27]. Overall, the lower CTR and AVC and high MRR imply
that visual search is often used for target finding [64]. These results
also suggest there is more room for improvement in the ranking
algorithms and user experience for visual search, as it is still in its
infancy.

In previous sections, we observed that gallery queries demon-
strated more similar characteristics to text queries than the rest of
the image queries. This was also reflected in click characteristics,
as shown in Table 6: the CTR and AVC ratios were higher, while
the MRR was almost identical to text queries.

In general, the CTR was quite diverse across different MCs (con-
sidering the dominant categories, as defined in Section 6): standard
deviation was 36.5% and 27.6% of the mean CTR, for text and image
queries, respectively. The lower section of Table 6 presents the click
ratio characteristics for seven of the most common image MCs.
Most of the CTR ratios for the specific MCs were higher than the
general CTR ratio: this is because visual search is relatively more
popular on categories with lower CTR, such as Collectibles, than
categories with higher CTR, such as Fashion. The ratio varied rather
substantially across MCs: it was a low 0.427 for Home & Garden,
while reaching as high as 0.81 for Pottery & Glass. The MRR also
varied to some extent across MCs, with Fashion and Jewelry &
Watches having an image-to-text ratio lower than 1, and Pottery
& Glass having the highest ratio at over 1.25 (Figure 2 example 6
shows a query whose dominant category is Pottery & Glass).

Thus far, we have seen many quantitative characteristics by
which image queries differ from text queries. Next, we show a few
examples of image and text queries which are likely to reflect the
same shopping intent. To this end, we inspected image and text
queries that led to the purchase of the same listing during our
experimental period of four weeks. Table 7 shows seven examples,
including the image and text queries, and the title and image of
the purchased listing. In some examples (2,4) the purchased item is
prominently different than the image query, suggesting a decision
making and exploration intent rather than target finding [64].

9 QUERY PERFORMANCE PREDICTORS
The task of query performance prediction (QPP) [16, 18] aims at
estimating the query difficulty as reflected by its retrieval effec-
tiveness, in the absence of relevance judgments or user interaction
signals. Two main types of QPPs have been studied in the literature:
pre-retrieval QPPs, which estimate the query’s quality based on

Table 7: Example image and text queries that led to a pur-
chase of the same item. Examples 1,3,7 include camera
queries and the rest include gallery queries.

# Image Query Text Query Purchased Listing Image and Title

1 carotone cream DSP10 Black Spot Corrector
Creme 1oz

2 party rings t

Women Elegant 925 Silver
Sapphire Amethyst Rings
Wedding Engagement Jewelry
Gif

3 jadoo tv remote
wireless

Universal Wireless Air Mouse
Keyboard Remote Control For
Mini PC Android TV Box

4 bad boys
chevelle

GREENLIGHT HOLLYWOOD
SERIES 21 BAD BOYS 1968
CHEVROLET CHEVELLE SS

5
lucky step
rainbow shoes
7.5

Womens shoes Rainbow Lace
Up Sneakers Gym Sports
Running Trainers Casual Shoe

6 rocker baby
Fisher-Price Infant-to-Toddler
Rocker - Pacific Pebble,
Portable Baby Seat,Multi

7 klein ncvt-2
Klein Tools NCVT-2P
Dual-Range Non-Contact
Voltage Tester - Brand New!!!

the query itself and the corpus statistics [31]; and post-retrieval
QPPs, which assess the query performance by considering the re-
trieved result list [42]. While query performance prediction has
been studied in depth for traditional textual search, it has not been
extensively studied for visual search. The only study we are aware
of is a short paper that proposed two pre-retrieval visual QPPs [44].
In this section, we experiment with several pre- and post-retrieval
QPPs for visual search. We evaluate their performance and compare
them with classic QPPs applied to text queries.

For text queries, we follow the list of QPPs described in a recent
paper studying e-commerce textual search [34]. For pre-retrieval,
these include the query length (in words) [16]; the minimum, maxi-
mum, and sum of the IDF values of the query terms [56]; and the
minimum, maximum, and sum of the variance of TF.IDF values of
the query terms across documents in the corpus [80]. These predic-
tors have shown to be effective for document search in large-scale
studies [30, 61]. For visual search, we harness classic visual charac-
teristics, taking advantage of the fact that the query is an image, to
define the following pre-retrieval QPPs: the image size (in pixels);
the image brightness, as described in Section 5; the portion of pixels
with its 3most dominant colors (where colors are defined by cluster-
ing in the RGB space using k-means with 𝑘=8 [13]).3; and the image
3We experimented with other numbers of dominant colors: 1,2,4, and 5, which all
showed similar trends.



quality, measured both using our own model for catalog quality
estimation described in Section 5 and using a publicly-available
implementation of a neural model for general image aesthetic qual-
ity assessment [65]. For a corpus-based predictor, we considered
the minimum, maximum, and average similarity between the im-
age query and a large collection of one million images sampled
uniformly at random from the entire eBay inventory. In addition,
we examined the two pre-retrieval QPPs previously proposed for
visual search [44]. Both are based on concept extraction from im-
ages using Latent Dirichlet Allocation (LDA) [11] over visual words,
with visual words extracted using the SIFT algorithm for feature
detection [51]: q-INS measures the query’s information need speci-
ficity and c-DSC measures the discriminability of concepts across
the corpus [44].

For post-retrieval QPPs, we first define the similarity between
a query and its retrieved result (e-commerce listing) as the cosine
similarity between the latent vector representations (size 300) of the
query and the listing. For textual search, we used Word2Vec [53]
trained over a corpus of 10M titles sampled uniformly at ran-
dom from the eBay inventory. For the query, we used the TF.IDF
weighted average of the query term vectors, while for the listing,
we used the TF.IDF-weighted average of the listing’s title word
vectors [4]. For visual search, we used a ResNet-50 network [32] to
learn image embeddings over more than 50M listing images from
the eBay site, spanning all major categories [74]. We applied these
embeddings to both the image query and the listing’s main image.

We examine the following post-retrieval QPPs [34]: (1) Num
results - the total number of retrieved results [16]; (2) STD: the
thresholded standard deviation [19], with a 50% threshold; (3)WIG:
the weighted information gain [81] without corpus-based normal-
ization; and (4) SMV : the score magnitude and variance (SMV) [66],
which can be viewed as integrating STD andWIG, with the average
retrieval score in the corpus as a normalizer. The last three predic-
tors were computed for the embedding-based similarity described
above.4 For textual search, these predictors were shown to be highly
effective for document retrieval in various studies [16, 57, 61]. For
visual search, to the best of our knowledge, we are the first to
experiment with post-retrieval QPP.

For evaluating the QPPs, we sampled uniformly at random 1000
text queries and 1000 image queries from our logs described in
Section 3. We asked three in-house annotators who specialize in
relevance judgements for e-commerce to provide these for the top
10 results for each query (binary label per result: relevant or not
relevant). The Fleiss Kappa [24] among the three annotators was
0.91 and 0.82 for text and image queries, respectively. We then used
the human annotations to calculate the average precision (AP) at
𝑘=10 for each query.We evaluate the image and text QPPs using two
metrics: Pearson correlation coefficient (𝑟 ) between the predictor
values and the 𝐴𝑃@10 values and Kendall rank correlation (K𝜏)
between the ranks induced by the predictor values and𝐴𝑃@10 over
the queries. Both of these metrics are commonly used for measuring
the effectiveness of QPPs [16, 42, 80].

Table 8 presents the performance results for pre-retrieval QPPs.
For text queries, all predictors (as described in [34]) did not show
4For textual search, we also experimented with Okapi-BM25 [22] scores computed
for listing titles w.r.t the query text, which yielded very similar performance to the
embedding-based similarity approach reported in detail.

Table 8: Pre-retrieval QPP performance results w.r.t rele-
vance judgements (AP@10). Boldfaced QPPs have statisti-
cally significant Pearson’s 𝑟 and Kendall’s 𝜏 for 𝑝<.01.

Text Image

QPP 𝑟 (𝑝) 𝐾 -𝜏 (𝑝) QPP 𝑟 (𝑝) 𝐾 -𝜏 (𝑝)

Length .084 (.422) -.015 (.865) Size .052 (.464) .002 (.972)
Min IDF .118 (.257) .082 (.323) Brightness .062 (.383) .074 (.195)
Max IDF .095 (.361) .023 (.783) 3-Color .029 (.687) .023 (.685)
Avg IDF .103 (.322) .054 (.509) Catalog Quality .233 (.001) .175 (.002)

Aesthetics -.082 (.252) -.081 (.155)

Min TF.IDF Var .112 (.284) .139 (.093) Min Corpus Sim -.217 (.002) -.163 (.004)
Max TF.IDF Var .148 (.155) .014 (.862) Max Corpus Sim .273 (<.001) .198 (<.001)
Avg TF.IDF Var .170 (.102) .048 (.557) Avg Corpus Sim .074 (.301) .038 (.509)

q-INS .123 (.194) .114 (.105)
c-DCS .166 (.104) .121 (.088)

Table 9: Post-retrieval QPP performance results w.r.t rele-
vance judgements (AP@10). Boldfaced correlations (Pera-
son’s 𝑟 and Kendall’s 𝜏) are statistically significant for 𝑝<.01.

QPP Text Image

𝑟 (𝑝) 𝐾 -𝜏 (𝑝) 𝑟 (𝑝) 𝐾 -𝜏 (𝑝)

Num Results -.097 (.256) .095 (.003) -.076 (.302) .014 (.809)
STD -.210 (.013) -.286 (<.001) .038 (.605) -.064 (.273)
WIG .206 (.015) .144 (.027) .562 (<.001) .449 (<.001)
SMV -.236 (.005) -.292 (<.001) -.156 (.0333) -.188 (.001)

statistically significant correlation. For image, one query-based
predictor showing statistically significant performance was the cat-
alog quality score. While calculated using an internal model, this
demonstrates that relying only on image characteristics, a signifi-
cant performance prediction can be achieved. The external aesthetic
quality score [65], however, did not demonstrate a similar perfor-
mance. In Figure 2, examples 7 and 8 show image queries with a
high catalog quality, but low aesthetic quality score, while example
9 shows an image query with a high aesthetic quality and low cata-
log quality score. The corpus-based predictors based on both the
minimum and maximum similarity to the inventory’s collection
of images yielded significant performance, while the average did
not. The two previously-proposed LDA-based QPPs [44] yielded
clear correlations, albeit not statistically significant, indicating they
are not as effective for visual e-commerce search as reported for
general visual search. An explanation to this may lie in the unique
characteristics of e-commerce image queries, as described in Sec-
tion 5 and demonstrated in Figure 2, which are focused on objects
for purchase rather than scenes. Overall, we identified both query-
based and corpus-based pre-retrieval QPPs that demonstrate high
performance for image queries.

Table 9 shows the evaluation results for post-retrieval QPPs.
For text queries, the STD and especially the SMV QPPs showed
statically significant prediction performance, aligned with past
work showing post-retrieval predictors are more powerful than pre-
retrieval predictors [16, 34]. For image queries, STD results were
insignificant, while SMVwas only significant by the K-𝜏 metric. The
WIG predictor, on the other hand, demonstrated significant results
and yielded, by a large margin, the best prediction by both the
Pearson’s 𝑟 and Kendall’s 𝜏 metrics out of all pre- and post-retrieval
QPPs. Finally, we note that for all visual QPPs, the correlations
showed very similar trends when inspecting camera and gallery
queries separately.



10 DISCUSSION AND IMPLICATIONS
Our study disclosed various differences between visual and textual
search. In this section, we summarize the key findings, discuss
implications, and suggest directions for future work.

Query Categories.Much of the existing literature on visual e-
commerce search focuses on the Fashion category [5, 8, 40, 41, 43, 48,
60]. Our analysis, however, shows that visual search is widespread
across many e-commerce categories, and is especially popular in
comparison with textual search for collectibles, vintage, art, toys,
and baby products. These categories often share information need
aspects that are harder to verbally express, but can be captured
visually, such as style, type, and pattern. The substantial differences
between image and text in query categories and their characteris-
tics, as exhibited throughout our study, suggest that search tools
that build on query classification, such as pre-retrieval category
identification, sponsored or promoted results, query expansion, and
even result ranking, may need to be adapted when used for visual
search due to the different span of categories.

Search broadness. Previouswork [8, 79] noted that visual search
provides a superior entry to text for fine-grained item description,
but provided no empirical evidence. Our analysis shows that image
queries are indeed more specific than text queries. This is reflected
in a lower number of retrieved results, narrower span of categories
on the SERP, and a substantially sparser use of refinement by at-
tributes. While the use of refinement by attributes decreases for text
queries as they become longer, it only compares to the level of image
queries for highly verbose queries (over 8 tokens), which are very
rare. Using an image as a query allows users to convey more infor-
mation about the desired item than with a textual query [43, 73, 79]
and, as our analysis shows, influences the retrieval process and
user interaction with the retrieved results. Image queries remove
challenges related to name-entity disambiguation (e.g., is ‘orange’
a color or a brand?), but at the same time add new challenges, such
as differentiating dark colors from black or distinguishing types of
material. With the rapid development of e-commerce and explo-
sive growth of online shopping markets, efficiently guiding users
through a huge inventory has become essential [35]. For visual
search, the choice of attributes presented for users to refine their
query should be different than for textual search, and focus on
aspects that are hard to articulate by image. In addition, search
interfaces should evolve to provide support for easy and natural
combination of image and text, such as expanding a visual search
with keywords [43] or using an image to refine a textual search.

User intent. Image queries are used for two principal intents [64,
68]: target finding desires to look up a specific item [43], while
decision making aims at discovery of visually-similar items [76]. The
two use cases are different in nature and to some extent resemble the
navigational versus informational intent classification suggested
for Web search in its early days [12]. Our analysis and examples
demonstrate the use of both types of intent, but suggest no obvious
way to distinguish between them at retrieval time. Visual search
interfaces may therefore consider to provide an explicit means
for users to indicate if they are looking for an “identical item” or
“similar look” when they input an image query, so the intent can be
better captured and served.

Query performance. The click-through rate and average num-
ber of clicks are substantially lower for image queries than for text
queries. While this is not uncommon for a new query modal [27, 28],
it also implies there is more room for improvement in serving image
queries as visual search is still in early stages. This is also reflected
by the higher MRR and longer sessions that involve image search.
These findings imply that users undergo a more disparate and less
coherent experience when they search by an image, leaving room
for improvement in ranking methods, retrieval models, and result
presentation. Our experimentation with query performance pre-
diction indicates it is applicable for visual search. We identified
both pre- and post-retrieval QPPs that demonstrate high prediction
performance, even in comparison with traditional QPPs used for
textual search. Further research is required to enrich and expand
the list of visual QPPs, explore their combinations, and apply them
to improve the search experience at large.

Camera vs. gallery queries. Our analysis revealed a variety of
fundamental differences between visual search performed using a
photo captured at query time by the device’s camera and an image
uploaded from the device’s gallery. Gallery image queries are rarer
(20% of all queries), brighter and of higher catalog quality, and hor-
izontal at higher portions. Camera queries are more common on
vintage, collectibles, and media, whereas gallery queries are more
frequent on fashion, jewelry, and watches. These differences are
reflected in user interaction with the SERP: gallery images demon-
strate higher click-through rate and more frequent use of refining
attributes. These findings suggest that visual search engines may
benefit from serving differently the two types of image queries. For
example, the selection of similarity metrics, categorization model,
and refining attributes can be adapted accordingly. Despite the dif-
ferent quality of camera and gallery queries, the images of retrieved
listings were found to be of similar quality in both cases. Camera
and gallery queries also share similar characteristics in terms of
the number of categories on the SERP and performance prediction.

Additional future directions of visual e-commerce search re-
search are abundant (and necessary). For example, query reformu-
lation has been studied in textual e-commerce search [34], and can
serve to track the evolution of image queries along a session and
identify difficulties and gaps. Additional methods to reformulate an
image query using visual means, such as by editing the image query
or using multiple images as an input can help make reformulation
more applicable in visual search. We inspected camera and gallery
image queries as the two principal flows to prompt a visual search.
Future research should explore the triggering of visual e-commerce
search from an external context, e.g., by clicking an image in a news
article or a social media feed [60]. This type of use case can play a
central role as an entry gate to e-commerce; understanding how
to make the context transition productive and engaging can yield
substantial benefits. Finally, our analysis gave rise to some common
characteristics between visual and voice search. The connection
between the two should be further studied as both become more
widespread [14, 69]. The integration of visual and voice search can
also be explored as a means to provide a more complete experience
of e-commerce search that does not require typing.
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