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ABSTRACT
Product reviews play a key role in e-commerce platforms. Studies
show that many users read product reviews before purchase and
trust them as much as personal recommendations. However, in
many cases, the number of reviews per product is large and finding
useful information becomes a challenging task. A fewwebsites have
recently added an option to post tips – short, concise, practical, and
self-contained pieces of advice about products. These tips are com-
plementary to the reviews and usually add a new non-trivial insight
about the product, beyond its title, attributes, and description. Yet,
most if not all major e-commerce platforms lack the notion of a tip
as a first class citizen and customers typically express their advice
through other means, such as reviews.

In this work, we propose an extractive method for tip genera-
tion from product reviews. We focus on five popular e-commerce
domains whose reviews tend to contain useful non-trivial tips that
are beneficial for potential customers. We formally define the task
of tip extraction in e-commerce by providing the list of tip types,
tip timing (before and/or after the purchase), and connection to the
surrounding context sentences. To extract the tips, we propose a
supervised approach and provide a labeled dataset, annotated by
human editors, over 14,000 product reviews using a dedicated tool.
To demonstrate the potential of our approach, we compare differ-
ent tip generation methods and evaluate them both manually and
over the labeled set. Our approach demonstrates especially high
performance for popular products in the Baby, Home Improvement
and Sports & Outdoors domains, with precision of over 95% for the
top 3 tips per product.
ACM Reference Format:
Sharon Hirsch, Slava Novgorodov, Ido Guy, and Alexander Nus. 2021.
Generating Tips from Product Reviews. In Proceedings of the Fourteenth
ACM International Conference on Web Search and Data Mining (WSDM ’21),
March 8–12, 2021, Virtual Event, Israel. ACM, New York, NY, USA, 9 pages.
https://doi.org/10.1145/3437963.3441755

1 INTRODUCTION
The importance of product reviews for many e-commerce platforms
has been proven empirically across different shopping domains
[8, 11, 25, 42]. Recent studies have demonstrated that over 85% of
the customers often read product reviews before making a purchase
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and trust them as much as personal recommendations [5]. Online
shoppers read reviews for various reasons, such as seeking for other
customers’ opinions, looking to read about personal experiences,
or obtaining buyers’ point of view on product characteristics. In
some cases, customers also read reviews to find tips - short, con-
cise, practical and self-contained pieces of advice. Tips can provide
complementary insights on top of the existing product information,
such as title, attributes, and description. They can be useful both
before the purchase, to learn more about the product, and after
the purchase, when the product is already at hand. Each of these
use cases holds its own value for e-commerce platforms: before
the purchase, tips help customers make a more informed purchase
decision, whereas after the purchase, tips can motivate customers
to return to the site and increase their engagement.

The large number of reviews on e-commerce platforms, espe-
cially for popular products1, makes the process of finding useful
information challenging. In order to find relevant pieces of infor-
mation, customers usually sort and filter the reviews by different
parameters, such as date or review score, but eventually they often
consume few of the reviews, and might therefore overlook many
helpful pieces of advice. Tips are not typically enabled as first-class
user-generated content type on major e-commerce websites. There-
fore, customers have to provide their tips and advice (if they wish
to) through other user-generated content options, such as reviews.

In this work, we propose an automatic method for generating
such short and concise tips from customer reviews. We propose an
extractive approach, where we are aiming to find several tips out of
hundreds of review sentences per product. Extracting only few, yet
informative and helpful sentences from a large number of reviews,
can save a lot of effort to customers and can come in especially
handy for mobile device users, who often seek for concise content.

Tip extraction methods have been previously studied in other
domains, especially travel [15, 37, 43]. However, these tips are dif-
ferent in their applicability. For example, travel tips mainly focus
on logistics, opening hours, discounts, or special attractions to no-
tice, while our tips focus on product aspects, such as usage and
workarounds. To the best of our knowledge, we are the first to study
product tips. As part of our study, we provide both analysis of tips
“hidden” in reviews and an evaluation of methods for extracting
them that attain high precision for popular products.

Our work uses a publicly available dataset of product reviews
from one of the world’s largest e-commerce platforms [16]. As
the proposed approach is supervised, we extended the existing
dataset with labels. First, we define a tip as a short, concise and self-
contained piece of advice, in line with previous work in other do-
mains [15, 37]. The data labeling is performed manually by human
annotators via a dedicated tool designed for this task. We identify

1For instance, SENSO Bluetooth Headphones has over 36,000 reviews on Amazon.com
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10 main types of product tips that commonly appear in reviews
and list them in the annotation tool. Additionally, the annotator
has to select the tip’s timing (i.e., if the tip is useful before and/or
after the purchase), and connection to the surrounding context
sentences (i.e., whether they could or need to be used as part of the
tip). The additional labeled set contains 14,000 product reviews and
is released for public use as part of this work. Specifically, we focus
on five popular e-commerce domains: Baby, Home Improvement,
Musical Instruments, Sports & Outdoors, and Toys.

As mentioned above, we apply a supervised approach and exper-
iment with a wide range of well-known classifiers, from baselines
such as Naïve Bayes and basic LSTM [17], to state-of-the-art ap-
proaches, such as BERT [10]. In addition, we use a baseline method
of taking sentences starting with a verb, which was applied in pre-
vious work and found useful for different types of tips [37]. We
aim at extracting a small number of high-quality tips per product,
since the presentation area on product pages is usually very limited,
especially on mobile devices [30].

For our evaluation, we use two main methods. First, we perform
a standard multiple train/test evaluation via random re-sampling on
the collected labeled data and report the precision/recall for each of
the classes. In addition, in order to simulate the practical use-case of
extracting the tips from a large set of reviews, we run our method on
previously-unseen products from these domains. We then take the
top-k tip sentences identified by the model (ordered by classification
score), and ask our annotators to manually evaluate the generated
tips. The second evaluation method allows us to estimate the quality
of our algorithm in a real-life scenario, and gain initial insights
about the number of reviews needed to produce high-quality tips
for a product. The results of the second evaluation demonstrated
high precision, especially for the Baby, Home Improvement and
Sports & Outdoors domains, with over 90% precision for the top 5
tips.

Our contributions can be summarized as follows:

• To the best of our knowledge, we are the first to introduce
and study the tip extraction task in electronic commerce.

• We provide an extensive analysis of tips, their types, and
distribution in reviews across different e-commerce domains.

• We present several supervised methods for detecting the tips
and perform an extensive evaluation.

• We release our annotated data for public use as an extension
to a popular e-commerce dataset [16]. The data includes
14,000 product reviews with over 85,000 labeled sentences.

2 RELATEDWORK
Previous work has shown that online reviews from customers have
a strong effect on other customers’ purchase decision process in
e-commerce [8, 11, 25, 42]. The sharp increase in the number and
variety of reviews brings new challenges to the table, such as review
quality estimation [7, 20] and fabricated review detection [1, 19]. A
number of studies have shown that information overload, due to
the immense number of reviews, leads to an increase in the time
required to make a decision and degrades decision quality [34, 35].
There are several proposed approaches to deal with this challenge.
Some focus on selecting a compact and representative subset of

reviews (e.g., [14, 21, 22, 29]), while others apply review summariza-
tion techniques and generate an aggregate statistics of negative and
positive feedback about different product features (e.g., [9, 18, 33]).
Another related research direction deals with ranking the reviews
according to different properties (e.g., helpfulness votes) [2, 36].
Finally, a recent work [30] used product reviews as a source of
generating short product descriptions. In contrast to most of the ap-
proaches mentioned above, our method’s building block is a review
sentence rather than the entire review. Previous approaches that
worked on a sentence level fundamentally differ from our approach.
On the one hand, we do not aim to cover all possible aspects con-
tained in the reviews. On the other hand, the summaries and/or the
descriptions generated by the above-mentioned methods do not
necessarily contain any tips.

A few past studies examined the identification of tips in domains
other than e-commerce. Weber et al. [37] aimed at extracting tips
from Yahoo Answers to address specific search queries. Similar to
this work, they defined a tip as a “short, concrete and self-contained
bits of non-obvious advice”. Their proposed extraction mechanism
mainly used the question-answer structure. Specifically, they con-
sidered only “how-to” questions and collected short answers that
start with a verb. The final tips were always of the form “X:Y”, where
X is the tip’s goal, and Y is the suggestion. This approach is not ap-
plicable in our setting, since we are working with product reviews
rather than question-answer pairs and search queries. Nonetheless,
we consider sentences that start with a verb as a baseline to all
other methods.

Li et al. [23, 24] study abstractive tip generation. While the task
seems to resemble our work, their definition of tips is very differ-
ent from ours. They used two datasets from the e-commerce and
restaurants domains. The first dataset was from Amazon, where the
extracted tips originated from the “summary” part of the review,
for example “One of our favorite games!” or “My son really loves this
simple toy”. The second dataset was from the Yelp Challenge and
included restaurant tips and reviews, for example “Love their soup!”
or “Pretty good local service”. These “tips” do not provide much
non-trivial information or insights, but rather reflect an opinion
summary.

Travel is themost popular domain for tip-related research, mostly
because there are many available datasets (e.g., forums, blogs, ques-
tions and answers) and since the user is typically visiting an unfa-
miliar environment, where advice from knowledgeable individuals
can be valuable. In contrast to tips in e-commerce, which are mostly
about different usages of the products, travel tips focus mainly on
logistics, opening hours, discounts, special attractions to be noticed,
and so forth. Closest to our work is the research by Guy et al. [15]
and by Zhu et. al [43]. The work by Guy et al. relies on 150 human-
generated templates for travel tips. Examples of such templates are
“make sure to *”, “check the * for” and “the * is closed on mondays”,
where the asterisk can represent any word. The work by Zhu et
al. extends the work by Guy et al. and introduces an unsupervised
approach that solves a similar task without relying on training data.
The key difference from our work is the applicability of the pro-
posed methods to the e-commerce domain. In this paper, we define
the tip extraction task along with e-commerce specific tip types
and their context, while in their works they focus on travel-specific
language. Moreover, a template-based approach is not applicable in



Table 1: Characteristics of the original datasets.

Baby Home Improvement Musical Instruments Sports & Outdoors Toys

Avg Std Median Max Avg Std Median Max Avg Std Median Max Avg Std Median Max Avg Std Median Max

Reviews per product 22.81 36.76 11 780 13.16 16.22 8 504 11.40 12.93 8 163 16.14 25.67 9 1042 14.06 15.85 9 309
Sentences per review 6.14 5.62 5 213 6.89 7.21 5 198 5.81 5.93 4 116 5.71 5.94 4 283 6.40 6.22 5 222
Words per sentence 16.19 10.70 14 425 16.08 10.54 14 573 15.66 10.99 14 230 15.39 10.53 13 829 15.74 10.25 14 586

Number of products 7,050 10,217 900 18,357 11,924
Number of reviews 160,792 134,476 10,261 296,337 167,597

our setting, since we did not find any dominant repetitive n-gram
patterns in our annotated tips.

Another closely connected field of research focuses on detecting
text units that include pieces of advice. Wicaksono and Myaeng
[39] proposed to use conditional random fields, to extract advice
sentences from travel forum entries. An earlier work by the same
authors [38] focused on finding advice sentences in travel blogs.
They proposed several linguistic features, mostly defined by hand-
crafted rules that were looking for the appearance of terms such
as “I suggest”, “I strongly recommend”, or “advice”, with an asso-
ciated proper noun, representing a travel entity, such as a hotel.
Our approach applies a preliminary rule-based step, to filter out
sentences with very low likelihood of being tips. However, rules
do not suffice in our case due to the scarcity of repetitive patterns
in e-commerce tips. We therefore propose a supervised model as
our main method for tip extraction.

3 DATASETS AND CHARACTERISTICS
In this section, we describe the datasets used for our analysis and
experimental evaluation, their characteristics, and the annotation
process we used in order to produce labeled data.

3.1 Datasets
Our research was conducted over five publicly available product
datasets [16] from five e-commerce domains: Baby (baby cloth-
ing and supplementary products), Home Improvement (tools for
home improvement), Musical Instruments (musical instruments,
parts, and related accessories), Sports & Outdoors (equipment for
sports and outdoor activities), and Toys (children’s toys and games).
The datasets contain, per each product, its metadata (title, image,
etc.) and all its associated user reviews. Table 1 depicts the main
characteristics of the five datasets. The largest dataset is Sports &
Outdoors containing 18,357 products with nearly 300K reviews in
total, while the smallest is Musical Instruments, with 900 products
and a little over 10K reviews in total. The median number of re-
views per product ranges from 8 to 11, while the median number
of sentences per review is between 4 and 5.

3.2 Tip Definition
We define a tip as a short, concise, practical, and self-contained
piece of advice. In general, tips can be useful both before and af-
ter the purchase. Before-purchase tips are useful to learn more
about the product, and after-purchase tips are helpful when the
product is already in hand. Both of these use cases are important
for e-commerce platforms: tips before the purchase help with the
purchase decision by providing more information. Useful tips after

purchases can increase customer satisfaction and motivate return
to the site for additional shopping.

Despite the straightforward definition of a tip, there are some bor-
derline cases that should be discussed. First, many review sentences
may look like a tip, while they are very subjective and contain a
personal experience (e.g., “In addition, we live in a colder climate
and do not heat the house above 62 degrees at night, so combined with
a little heater, this sleep sack does the trick.”) Such sentences are not
considered as tips. Another type of a borderline case not considered
as tip is a descriptive sentence (e.g., “The cards are high gloss with
full color pictures on them.”). Other non-tip sentences are obvious
or trivial remarks (e.g., “Just make sure you have a bunch of batteries
to get started.”) or those that repeat details already provided as part
of the product description, without adding any new information
(e.g., “Perfect for tuning electric guitars.” for a BROTOUGuitar Tuner
that includes the following sentence in its description: “Fits most
electric guitars”).

3.3 Data Annotation
Labeling for training and evaluation in this work was performed by
in-house annotators, after three hours of training and qualification
tests. The pool included a total of 10 annotators, who were assigned
tasks from each of the five domains randomly.2 Unless otherwise
stated, each evaluation was performed by a single annotator. La-
beling was performed using a dedicated tool developed for this
task. The tool’s user interface is depicted in Figure 1. As shown in
the figure, each review was split into sentences. For each sentence,
the annotator was asked to select whether it is a tip (as defined in
Section 3.2) or not. For each selected tip, the annotator was asked to
select the tip type (out of 10 pre-defined types, presented at the first
column of Table 3). Afterwards, annotators had to indicate if the
sentence is a standalone tip or needs additional context. Moreover,
annotators selected if this tip is useful before the purchase, after
the purchase, or both. They could also (optionally) choose the pre-
vious and/or next sentence as useful information for extending the
selected tip, regardless if it was marked as a standalone or not (see
“extend tip” checkbox in the second column in the annotation tool
screenshot). To measure the agreement between the annotators, we
asked four of them to annotate the same 100 review sentences as
tips or not. The Fleiss' Kappa [12] among themwas 0.815, indicating
a high agreement level. All data annotated using the tool will be
publicly released as an extension to the original public dataset.3

2Annotators were granted monetary compensation for their work.
3The dataset is available at http://proj.ise.bgu.ac.il/public/gen_tips.zip

http://proj.ise.bgu.ac.il/public/gen_tips.zip


Table 2: Characteristics of labeled tips across the five domains.

Baby Home Improvement Musical Instruments Sports & Outdoors Toys

# of products 2,612 2,711 736 2,722 2,736
# of reviews 2,800 2,800 2,800 2,800 2,800
# of sentences 17,560 19,436 15,460 15,957 16,758
# of tips (% of sentences) 954 (5.43%) 880 (4.53%) 537 (3.47%) 805 (4.71%) 670 (4.00%)
Avg (median) words per tip sentence 21.33 (19) 21.11 (19) 21.98 (19) 20.42 (19) 20.38 (18)

Before purchase 49.37% 35.34% 39.66% 39.13% 47.01%
After purchase 21.07% 37.27% 27.75% 27.83% 23.88%
Both 29.56% 27.39% 32.59% 33.04% 29.10%

Standalone 81.97% 79.20% 80.07% 84.10% 84.48%

Extend before tip 9.12% 9.31% 9.57% 11.25% 9.55%
Extend after tip 17.92% 16.20% 15.16% 19.43% 15.97%

Warning (38.05%) Usage (40.23%) Usage (40.41%) Warning (29.94%) Warning (34.63%)
Most common types Usage (23.69%) Warning (29.55%) Warning (30.17%) Usage (29.81%) Usage (23.88%)

Size (8.07%) Workaround (7.05%) Workaround (8.38%) Size (9.81%) Population segment (13.13%)

Figure 1: Annotation interface.

Table 3: Types of tips, their distribution (portion of all sen-
tences marked as tips), and examples across all domains.

Warning 32.71% The metal mounting clips scratched the edges of
my trunk lid.

Usage 31.12% Best used when replacing strings, so you can apply
while they are off.

Workaround 6.66% I needed a 5/8 female to 3/8 male adapter to get my
mic to mount.

Complementary
product 5.54% You will need to buy fasteners for it, since the box

only contains the vice.

Size 5.49% But definitely order at least one size bigger than
you wear.

Maintenance 4.60% The slipcovers come off easily to be
machine-washed.

Population segment 4.24% Recommend for a 4-5 year old that likes cars and
trucks.

First time use 3.98% The wheels do need to be pumped with a bike
pump prior to use.

Alternative use 2.99% My baby doesn’t need it anymore so now I use it as
my neck pillow.

Other 2.68% Her hair is much brighter blue than it appears in
the photo.

3.4 Tip Characteristics
We sampled uniformly at random 14,000 product reviews across the
five domains (2,800 per domain) from the original datasets (Table 1).
The annotators labeled these 14,000 reviews, which included 85,171

sentences in total. Table 2 depicts the full statistics of the anno-
tated dataset, including the number of labeled sentences and the
collected tips across the five domains, along with the most common
tip types. Overall, 3,846 sentences were annotated as tips, account-
ing for only 4.52% of all labeled sentences. This is a substantially
lower percentage than the 23.3% reported for reviews of tourist
attractions [15], indicating that tips are scarcer in product reviews
than in travel reviews. Table 3 depicts the distribution of the 10 dif-
ferent tip types in our labeled tips. The most popular tip types were
‘Warning’ and ‘Usage’, accounting each for slightly over 30% of all
tips. The third most popular type was ‘Workaround’, followed by
‘Complementary product’ and ‘Size’. The least popular tip type was
‘Other’, while about half of these tips related to differences between
the actual product received and the seller provided information
(product image, title, or description; see example in Table 3). As
depicted at the bottom of Table 2, some variance can be observed
for the distribution of top tip types across the five domains. ‘Usage’
and ‘Warning’ are at the top of the list in each of the five domains,
with ‘Usage’ the most common for Home Improvement and Musical
Instruments and ‘Warning’ for Baby, Sports & Outdoors, and Toys.

Another interesting characteristic is the connection to the sur-
rounding context sentences. Most of the tips (81.96%) were stan-
dalone, while only 18.04%were labeled as non-standalone sentences.
As can be seen in Table 2, these results are rather consistent across
the five domains. Overall, 26.91% of the tips could be extended to the
adjacent sentence, with about two thirds of these to the succeeding
sentence and a third to the preceding sentence. For example, for the
standalone tip sentence: “One note of caution, this is a very heavy
router because it is a large plunge router”, the succeeding sentence
was marked as an extension: “I mounted it on a Rockler X-Large
router plate which is 1/4 inch thick aluminum, but it has a very slight
bow in the middle.” For the non-standalone tip sentence: “You need a
pipe cleaner to really get it”, the preceding sentence was annotated
as an extension: “My one complaint is that there is an area that is
hard to clean in the 4 piece nipple apparatus.” Overall, however, the
low portions of non-standalone tips indicates that our choice to
focus on single-sentence tips covers the majority of the cases. We
leave the expansion to multi-sentence tips for future work.



Table 4: Tip timing (before and/or after purchase) distribu-
tion by type.

Type Before purchase After Purchase Both

Warning 76.71% 13.04% 10.25%
Usage 17.88% 45.53% 36.59%
Workaround 3.91% 54.30% 41.80%
Complementary product 38.97% 11.74% 49.30%
Size 62.56% 1.42% 36.02%
Maintenance 3.95% 45.20% 50.85%
Population segment 78.53% 1.23% 20.25%
First time use 22.22% 49.67% 28.10%
Alternative use 6.09% 20.87% 73.04%
Other 43.69% 3.88% 52.43%

The number of tips marked as being useful before the purchase
was somewhat higher than those marked as useful after the pur-
chase: 42.25% versus 27.61%, respectively. The rest, nearly a third
(30.14%), were annotated as useful both before and after the pur-
chase. These portions varied substantially across the different tip
types, as depicted in Table 4.While ‘Population segment’, ‘Warning’,
and ‘Size’ are typically useful before the purchase, ‘Workaround’,
‘First time use’, ‘Usage’, and ‘Maintenance’ tips are more often use-
ful after the purchase. ‘Alternative use’ tips are prominently useful
both before and after the purchase. We conjecture that alternate-
use tips can both influence the purchase decision, as they reveal
additional functionalities, and are also handy when the product is in
possession, extending its potential use. The substantial differences
across tip types are also reflected in differences across the domains,
as can be seen in Table 2. For instance, domains with higher portion
of ‘Warning’ tips, exhibit higher portions of tips that are useful
before the purchase.

Tip Analysis. As a first step after obtaining the labeled data, we
analyzed additional tip features. Table 5 presents the portion of tips
according to different characteristics of the sentence in question,
the originating review, and its authoring reviewer. It can be seen
that longer sentences have higher likelihood of being tips: of the
sentences consisting of 30 words or more, 8.6%were marked as tips,
accounting for 23.1% of the tips in our dataset. At the other extreme,
only 1.9% of the sentences composed of 6 to 9 words were labeled as
tips. Inspecting review characteristics, it can be seen that sentences
that originate from short (1-2 sentences) and especially long (over
15 sentences) reviews have somewhat lower likelihood of being tips.
As can also be observed from the table, sentences that originate
from reviews with two or more ‘helpful’ votes were more likely
to be considered as tips, whereas opening sentences (positioned
first) and those originating from reviews with no ‘helpful’ votes
had lower likelihood to be tips. Finally, we inspected characteristics
of the reviewer who wrote the originating review. Interestingly,
reviewers with many reviews on the site (130 and more) tend to
include fewer tip sentences in their review. It could be that such
“heavy” reviewers focus on other aspects in their reviews, such as
personal experiences and opinions. Additionally, reviewers who had
especially lower portion of past reviews with at least one helpful
vote, produced a lower portion of tips, as can be seen in the last
section of Table 5. We note that the results for each of the five
domains demonstrated similar trends to those shown in Table 5.

Table 5: Tip characteristics (binned) within the complete
dataset (all five domains). ‘%’ and ‘%T’ denote, per bin, the
portion of tips out of all tips and the portion of sentences
marked as tips, respectively.

Sentence Length (Number of Words)
0 6-9 10-13 14-17 18-21 22-25 26-29 30+

% 6.6 12.4 16.1 16.8 13.9 11.1 23.1
%T 1.9 3.0 4.3 5.5 6.4 7.5 8.6

Review Length (Number of Sentences)
1-2 3 4 5-6 7-9 10-15 16+

% 5.8 8.8 10.6 17.6 17.6 20.0 19.8
%T 4.5 4.3 4.9 4.9 4.6 4.7 3.8

Tip Position within Review
First Middle Last

% 10.3 74.6 15.1
%T 2.9 5.0 4.2

Review’s Number of Helpful Votes
0 1 2+

% 46.2 16.1 37.7
%T 4.2 4.4 5.1

Reviewer’s Number of Past Reviews
0-19 20-39 40-79 80-129 130-199 200+

% 13.3 21.0 24.1 12.7 8.6 20.3
%T 4.8 4.8 4.5 4.2 4.4 4.1

Reviewer’s Portion of Past Reviews with Helpful Votes
0-20 20-30 30-40 40-50 50-60 60-100

% 9.8 15.5 18.2 17.0 16.4 23.0
%T 3.9 4.3 4.7 4.7 4.8 4.5

Tip vs. Non-tip Language. We also set out to examine the most
prominent language differences between the two classes of sen-
tences – tips versus non-tips. To this end, we used Kullback-Leibler
(KL) divergence, which is a non-symmetric distance measure be-
tween two given distributions [3]. Specifically, we calculated the
terms that contribute the most to the KL divergence between the
language model of the tip sentences versus the language model of
the non-tip sentences and vice versa [6].

Table 6 presents the most distinctive unigrams and bigrams. It is
noticeable that the most characterizing unigram of tip sentences
compared to non-tip sentences is the second-person pronoun you,
while the first-person pronoun i tops the non-tip list. This indicates
that tip sentences are usually phrased in a second-person language
rather than first. The unigram my, which also reflects a first-person
language is also high on the non-tip list, as well as the plural we,
while your is on the tip list. Other unigrams on the tip list include
different prepositions and verbs, such as use and need, as well as
the explicit suggest and note. The non-tip list includes was and
had, which are often used to describe a past experience, the verbs
like and love, which reflect subjective opinions, as well adjectives
and adverbs that reflect positive impressions, such as great, very,
and nice and the noun quality, which is often associated with the
reviewer’s opinion on a certain feature of the product.

Inspecting the bigram lists, the tip list includes several expres-
sions in second-person languages, such as if you, you can, you have,
you need and you use and expressions typical to advice giving, such
as make sure, will need, be careful. The non-tip bigram list, on the
other hand, includes many first-person expressions, such as i have,



Table 6: Most distinctive unigrams and bigrams for tips vs.
non-tip sentences.

Unigrams Bigrams

Tips Non-tips Tips Non-tips

you i if you i have
the this on the the price
to my you have i am
if price need to i was

your love make sure a great
or our you can my son
use his sure you a very
need we when you i had
can great use the in my

suggest he will need i love
not nice have to i bought
head bought that you for my
put like you use i got
note very you need bought this
make quality be careful i will

and i, i am, i got, and i was, in addition to expressions that reflect
personal experiences, such as my son or i bought. It also includes
the price, referring to a listing-specific characteristic, which may
change from one seller to another, and phrases that reflect subjec-
tive feelings, such as a great, a very, and i love.

4 TIP EXTRACTION
In this section, we describe the key components of our tip genera-
tion method. Given the set of all user reviews for a product, we go
through the following steps to extract the tip sentences. We first
apply rule-based filtering crafted based on analysis of the datasets.
Following, we use a supervised approach that learns to identify tip
sentences. To this end, we experiment with different types of classi-
fiers, including state-of-the-art methods in language modeling, and
compare their performance on a labeled set.

4.1 Rule-based Filtering
Since the data is very skewed, before applying any advanced classi-
fication approaches, we look for methods that would easily filter
out non-tip sentences. After performing an analysis of basic fea-
tures (e.g., sentence length) and words (KL) we could not observe
simple rules that can massively be used for filtering, as done for the
task of description generation [30]. Nevertheless, we identify a few
rules that could save up to 39% of the labeling task. The proposed
rules decrease the total number of sentences from 85,171 to 51,929
and increase the total percentage of tips from 4.52% (as reported in
Section 3.4) to 5.89%. To derive many of these rules, we observed
the top KL n-grams for n∈{1, 2, 3} and considered those that hardly
appear in tips, i.e., in fewer than 5 sentences in our training set, but
do appear frequently in non-tip sentences. Our rule list includes
the following:

(1) Short: sentences of 5 words or fewer generally contain little
information and rarely reflect any useful piece of advice. For ex-
ample, “Recommended”, “Very good quality”, “Useful”, or “Will buy
again” were among the most common short review sentences in our
datasets. Analogously, in the travel domain it has been previously
demonstrated that short sentences cannot serve as high-quality
tips [15]. Overall, short sentences accounted for 11.2% of all review
sentences across all domains in our dataset.

(2) Enthusiastic: some reviewers tend to describe the product
using strong-sentiment positive adjectives, such as ‘wonderful’,
‘adorable’, ‘amazing’, ‘fantastic’ and verbs such as ‘love’ and ‘like’.
Examples include “I love this product and recommend it for everyone”
and “Amazing quality, very useful for outdoor activities”. Overall,
18.6% of the review sentences matched this filtering criterion.

(3)Listing-specific: review sentences that focus on listing-specific
aspects, which may vary across different sellers of the product, such
as price, shipping and return policy, warranty, and similar. Tokens
used for filtering included ‘price’, ‘money’, ‘cheap’, ‘expensive’,
‘shipping’, ‘return’, ‘warranty’ and also the dollar sign ‘$’. Examples
of such sentences include “Very useful product for just 20$” and “The
shipping was almost as much as the panel itself ”. Overall, 14.7% of
the review sentences matched this filtering criterion.

(4) Personal: sentences with a first-person pronoun, such as
‘i’m’, ‘i’ll’ and ‘i’ve’. As demonstrated in the previous section, such
pronouns hardly ever occur on a product tip. Overall, 8.4% of the
review sentences matched this filtering criterion.

We do not automatically filter out sentences from reviews with
low ratings and do not run any sentiment analysis to filter out neg-
ative sentences, since these may hide useful tips, such as warnings,
workarounds, or alternate use. For example, the sentence “Tried
using it lighting with a match which worked, but the off switch would
not shut the flow of fuel off completely” is a workaround tip for a
Mini Jet Pencil Lighter and “They fog up almost as quickly as my
old Speedo goggles (several years old) which is after about one lap of
the pool” is a warning tip for a Speedo Baja Swim Goggle. Both tips
were extracted from negative (one and two stars) reviews.

Our rules are designed to filter out sentences that are very likely
not to contain a tip, hence we prefer to apply only high-precision
rules. As already mentioned, our rules filtered out 39% of the review
sentences, leading to a tip portion of 5.89% in the remaining set.4

4.2 Automatic Classification
After applying the initial rule-based filtering, we explore a super-
vised approach, by training a classifier to predict whether a product
review sentence contains a tip. We use the labeled dataset described
in Table 2 and experiment with various classifiers:

Naïve Bayes. We examine a common model for text classifi-
cation - Naïve Bayes [32]. Our features include textual features,
specifically the unigrams, bigrams, and trigrams of the review sen-
tence. We also experiment with a variant that includes additional
features, based on the characteristics described in Table 5.

LSTM. A recurrent neural network based on a long short-term
memory (LSTM) [17] architecture, with Global Vectors for word
representation (GloVe) [31] pre-trained on the Wikipedia 2014 and
Gigaoword 5 corpora.

LSTM with Attention. The attention mechanism enables the
network to focus on relevant parts of the input [41]. The overall
architecture of the “attention network” consists of two components:
an LSTM-based word sequence encoder and a word-level attention
layer. Given a review sentence split by words, we first embed each
word using pre-trained GloVe embeddings, as previously described,
and then use the LSTM network to produce the hidden states. The

4The portions of all four rules do not sum up to the total portion of filtered sentences,
since some sentences match more than one rule.



Table 7: Recall results for classifying review sentences as
tips at four different precision levels: 75%, 80%, 85%, and 90%.

Classifier Recall@Precision=

75% 80% 85% 90%

Naïve Bayes 43.42% 26.71% 11.37% 6.18%
Naïve Bayes w/Features 40.71% 26.17% 12.07% 6.78%
LSTM 30.03% 25.25% 16.79% 15.30%
LSTM w/Attention 30.41% 22.40% 15.62% 12.38%
FastText 41.92% 29.01% 15.49% 8.88%
BERT 70.47% 58.05% 36.05% 19.33%

Table 8: Reviews per product by percentile and average.

Domain 10th 30th 50th 70th 90th Average

Baby 5 6 9 13 29 22.81
Home Improvement 5 7 11 19 49 13.16
Musical Instruments 5 6 9 14 31 11.40
Sports & Outdoors 5 6 8 12 25 16.14
Toys 5 6 8 10 20 14.06

attention mechanism is often used to put more focus on certain
words in the review sentence. For example, in the sentence “Make
sure to switch off the guitar” the words “make sure” receive higher
weight, and in the sentence “Just be careful when opening the hood”,
the higher weight is given to “just be careful”. We feed the word
annotations through a single-layer perceptron network to receive a
latent representation. Then, we calculate the similarity of the latent
representation with a word-level context vector, normalized by a
softmax function, to produce the word’s importance weight. We
then construct the sentence vector as a weighted sum of the word
annotations based on each word’s weight.

For both LSTM methods, we performed hyper-parameter tuning,
which included the batch size, number of epochs, learning rate, and
the number of hidden units in the layers.

FastText. A library for learning word embeddings and text clas-
sification created by Facebook’s AI Research called FastText [4].
Eachword is represented as a bag of character n-grams, and the final
word embedding is the sum of character n-grams. This is useful for
generalizing words with similar roots that appear in different forms
(e.g., build and building). Hyper-parameter tuning was performed
on the n-grams length, learning rate, and number of epochs.

BERT. A state-of-the-art technique for NLP pre-training called
Bidirectional Encoder Representations from Transformers (BERT)
[10]. This is a deep bidirectional, unsupervised language represen-
tation, pre-trained using only a plain text corpus. In contrast to
context-free models, such as word2vec [28] or GloVe [31], which
generate a single word embedding representation for each word
in the vocabulary, BERT generates a representation of each word
based on the other words in the sentence. BERT is useful for ex-
tracting high-quality language features from text data. In addition,
it is useful for fine-tuning a model on a specific task, as we did in
our experiments. We used the pre-trained ‘BERT-Base, Uncased’5
model to train a binary classifier for our task. Our hyper-parameter
tuning included the batch size, number of epochs, and learning rate.

5https://github.com/google-research/bert

Table 9: Precision of top-k predicted sentences by BERT.

Domain Top 1 Top 3 Top 5

Baby 98.00% 96.00% 97.20%
Home Improvement 100.00% 96.00% 92.80%
Musical Instruments 90.00% 84.33% 80.40%
Sports & Outdoors 98.00% 95.33% 94.00%
Toys 94.00% 90.67% 89.20%

5 EVALUATION
In the following section, we present two evaluation methods for
the extraction models. The first method is a standard train/test
evaluation repeated 50 times, where each time the training and the
test sets are randomly re-sampled from the labeled data [40]. The
second method simulates the practical scenario of extracting tips
from a large set of reviews of previously-unseen products. We use
the best performing model from the first evaluation method and
apply post-processing human annotations for evaluation.

We compare the classifiers presented in Section 4.2, namely
Naïve Bayes (including a variant with additional features), LSTM
(including a variant with attention), FastText, and BERT. We use our
labeled dataset containing a total of 3,059 tips and 48,870 non-tip
sentences, obtained after the initial rule-based filtering described
in Section 4.1. In addition, we use a simple baseline method that
labels all sentences starting with verbs (VB or VBP part-of-speech
tags [27]) as tips. This method has been used in key tip studies in
domains other than e-commerce, either as themain approach [37] or
as a baseline [15]. It yields low precision of 17.72% and low recall of
4.48% on our dataset, indicating that the task is far from trivial. This
observation is aligned with previous findings in the travel domain,
where 9.8% of the tips were reported to start with a verb [15]. As
previously mentioned, the template-based technique proposed for
travel tip extraction [15] is not applicable for our setting, since we
could not detect dominant repetitive n-gram patterns in our data.
The approach proposed by [37] is also not applicable, as we are
working with product reviews rather than question-answer pairs.

We evaluate the algorithms over 6,118 sentences (a balanced set
of 3,059 tips and 3,059 random non-tip sentences) and divide the
labeled data to a 80% train and 20% test. We perform this evaluation
50 times, each with another random set of 3, 059 sentences from the
48,870 labeled non-tips and randomly split the 6,118 sentences to
train and test sets. As previously mentioned, our goal is to produce
a small number of high-quality tips, especially suitable for presen-
tation on mobile devices, with limited screen space. Specifically,
we aim to produce up to 5 tips per product with high precision,
even at the cost of compromising some of the recall. Table 7 depicts
the average recall results of the different classifiers across the 50
train-test samples, while we set the desired precision threshold
to 75%, 80%, 85%, and 90%. Note that when presenting 5 tips, 80%
precision yields an average of one wrong tip per product.

As can be seen, BERT outperforms its competitors at all precision
levels and achieves the best results, with 58.05% recall for 80%
precision. It can also be observed that the addition of the non-
textual features described in Table 5 to the Naïve Bayes classifier
does not show a substantial performance gain; we therefore did not
work with these features in the remainder of our experiments. The

https://github.com/google-research/bert


Table 10: Examples of automatically-extracted tips.

Domain Product Tip Tip Type

Baby SoundSpa On-The-Go White Noise Machine Be prepared to purchase a battery charger for AAA NiMH batteries if you want to run this thing every night. Complementary
product

Baby HALO Early Walker Sleepsack Wearable
Blanket

However, you need to keep in mind that the feet at the bottom are not designed for running around playing
really but more for sleeping in. Usage

Home Improvement PORTER-CABLE 7-Amp Plate Joiner Kit If you keep your fingers above and on the opposite side of the board, there is no danger. Warning

Home Improvement 8-LED Motion-sensing Night Light If installing flat (like on a ceiling or under a shelf) the adhesive tape won’t hold the weight of the unit with
batteries .. you will have to use the mounting screws. Workaround

Musical Instruments Dunlop Acoustic Trigger Gold Guitar Capo Be careful about using capos like this, because if you’re using a fine guitar, it may damage the finish. Maintenance

Musical Instruments String Swing Metal Home & Studio Wide
Guitar Hanger

The yoke width is adjustable, and a combination of slope and two keeper rings prevent the instrument from
coming off the holder. Usage

Sports & Outdoors Invicta Men’s Pro Diver Stainless Steel Watch The directions that come with the watch are not very helpful and do not indicate that you have to unscrew
the stem in a counterclockwise direction to pull it out to set the time and date. First time use

Sports & Outdoors Park Tool CT-5 Mini Chain Brute Bicycle
Chain Tool

Be sure to read the directions as placing the chain in the wrong slot to break it or re-unite the chain can
bend the links out of shape. Warning

Toys Pretend & Play Teaching Cash Register Take out one or two of the screws that hold that transparent piece of plastic to the top of the cash drawer. First time use

Toys Melissa & Doug Shapes Chunky Puzzle They could also be used for tracing with paper and a crayon/marker. Alternative use

best performing configuration for the BERT classifier was with a
batch size of 8, 5 epochs, and learning rate of 0.0002.

5.1 Evaluation over Unseen Products
In order to simulate the practical use case of extracting the tips
from large sets of reviews, we use the following evaluation method.
We run the BERT model on previously-unseen products from the
five domains, rank the tips by the model’s score, and select the top
5 tips. Then, we ask our in-house annotators to manually evaluate
the generated tips. We specifically focus on popular products with
many reviews, as for these we believe our method can work well
even with low recall (as we mentioned before, we do not want
to compromise precision). We check the quality for the scenario
where we present to the user only a small number of tips: one, three,
and five. This reflects the business need of extracting only few, but
high-quality tips, which can fit within a limited user interface space
on the product page. This evaluation method also allows us to gain
insights about the number of reviews required to produce high-
quality tips per each product. We start by considering all products
above the 90th percentile according to their number of reviews in
each of the five domains (Table 8 presents the statistics of review
number per product). Then, we randomly sample 50 products from
each domain and apply the BERT classifier on all review sentences
of these products. Finally, we present the top sentences (ordered
by classification score) and ask the annotators to evaluate if they
are tips. Each sentence is reviewed by two annotators and consid-
ered as a tip only if both agree on it. The results of the top 1, 3,
and 5 sentences are depicted in Table 9. Inspecting precision@1
(i.e., the portion of sentences with highest classification score that
are deemed as tips), Home Improvement demonstrates the highest
performance with a perfect 100%, followed by Baby and Sports &
Outdoors domains that attain a high 98%, and Toys with 94%. The
lowest precision@1 is yielded for Musical Instruments, with 90%.
Precision remains high in the Baby, Home Improvement and Sports
& Outdoors domains for the top 3 and top 5. For Toys, it is down
to around 90% for the top 3 and top 5. For Musical Instruments,
the sharpest drop is recorded, down to around 84% for the top 3
and 80% for the top 5. These results show that our method can pro-
duce top tips at high precision: the precision@1, precision@3, and
precision@5 across the five domains are 96%, 92.47%, and 90.75%,

respectively. The Baby, Home Improvement, and Sports & Out-
doors domains include relatively higher portion of tips within their
reviews (Table 2) and yield the highest tip precision (Table 9), imply-
ing they are especially suitable for tip extraction. Table 10 presents
examples of extracted tips, including the product’s domain, title,
and tip’s type.

5.2 Limitations
The main limitation in the described approach is the low recall.
In addition, tip sentences are scarce. Particularly, every 22 review
sentences contain only one tip sentence, on average. Even after
applying the rule-based filtering, a tip appears every 17 review
sentences, or every 4-5 reviews on average. These two limitations
make our approach applicable to products that have accumulated a
large number of reviews. Having said that, popular products are
broadly exposed, and so their effect on a large number of users
can be high and henceforth pave the way for tips receiving more
prominence on e-commerce platforms.

Another limitation is the potential repetition of tips extracted
for a given product. As the number of desired tips per product
grows, diversification should be applied to avoid redundant tips.
For example, the following usage tips, “To remove the marker designs
from the screen you need to use a damp cloth then allow to completely
dry - just a bit of a pain” and “To clean the screen off, you just run a
damp paper towel or cloth over the screen”, were generated for the
same Widescreen Light Designer. Semantic similarity can be used
to cluster similar tips, so that the final list is diverse. The clusters’
size can also assist in selecting the top tips to be presented. Such
an approach was found productive in previous work on product de-
scription generation from reviews [30] and can be similarly applied
in our case.

6 CONCLUSION AND FUTUREWORK
In this work, we propose a tip extraction method from product re-
views. We focus on five domains that naturally contain useful and
non-trivial tips across the reviews and are likely to be beneficial for
potential customers. We formally define the task of tip extraction
in e-commerce by providing the list of tip types, tip timing (be-
fore and/or after the purchase), and connection to the surrounding
context sentences. We evaluate different approaches of supervised



tip extraction that are trained on labeled data from 14,000 product
reviews. Tips are labeled using a dedicated tool and released for
public use, as part of a dataset’s extension. The best performing
method, BERT, achieves recall of 58.05% at 80% precision on a bal-
anced test set. Moreover, when the method is applied to unseen
products, the precision@1 is 90% for the lowest domain (Musical
Instruments) and 100% for the highest (Home Improvement). Preci-
sion@5 is 80.4% for the lowest domain (Musical Instruments) and
97.2% for the highest (Baby). Our method is not specific to any
of the five domains and can therefore be potentially applicable to
other e-commerce areas.

For future work, we plan to focus on five main directions. Cur-
rently, we focus on extracting single-sentence tips, but as discussed
in Section 3, over 25% of the tips can be extended to include adjacent
sentences; hence, extending our approach to support multi-sentence
tips is an intriguing direction. Second, we plan to explore abstrac-
tive approaches that combine content from different sentences and
adapt them [13, 26]. This can help increase the number of extracted
tips and also deal with sentences that contain irrelevant informa-
tion in addition to the tips. Third, tip diversification is an important
step in providing multiple useful and non-repetitive tips. Fourth,
we plan to investigate how to elevate characteristics specific to
different tip types in order to improve the overall tip extraction
quality. Finally, presenting product tips on e-commerce platforms
both before and after product purchases can serve to study their
actual impact on user behavior. In-vivo experimentation can reveal
the actual effect of tips on user interaction such as clicks, purchases,
and long-term activity on the site.
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