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Product reviews play a key role in e-commerce platforms. Studies show that many users read product reviews before a

purchase and trust them to the same extent as personal recommendations. However, in many cases, the number of reviews per

product is large and extracting useful information becomes a challenging task. Several websites have recently added an option

to post tips ś short, concise, practical, and self-contained pieces of advice about the products. These tips are complementary

to the reviews and usually add a new non-trivial insight about the product, beyond its title, attributes, and description. Yet,

most if not all major e-commerce platforms lack the notion of a tip as a irst class citizen and customers typically express

their advice through other means, such as reviews.

In this work, we propose an extractive method for tip generation from product reviews. We focus on ive popular e-

commerce domains whose reviews tend to contain useful non-trivial tips that are beneicial for potential customers. We

formally deine the task of tip extraction in e-commerce by providing the list of tip types, tip timing (before and/or after

the purchase), and connection to the surrounding context sentences. To extract the tips, we propose a supervised approach

and leverage a publicly-available dataset, annotated by human editors, containing 14,000 product reviews. To demonstrate

the potential of our approach, we compare diferent tip generation methods and evaluate them both manually and over the

labeled set. Our approach demonstrates particularly high performance for popular products in the Baby, Home Improvement

and Sports & Outdoors domains, with precision of over 95% for the top 3 tips per product. In addition, we evaluate the

performance of our methods on previously-unseen domains. Finally, we discuss the practical usage of our approach in real

world applications. Concretely, we explain how tips generated from user reviews can be integrated in various use cases within

e-commerce platforms and beneit both buyers and sellers.
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1 INTRODUCTION

The importance of product reviews for many e-commerce platforms has been proven empirically across diferent
shopping domains [13, 18, 41, 68]. Recent studies have demonstrated that over 85% of the customers often read
product reviews before making a purchase and trust them as much as personal recommendations [6]. Online
shoppers read reviews for various reasons, such as seeking for other customers’ opinions, looking to read about
personal experiences, or obtaining buyers’ point of view on product characteristics. In some cases, customers
also read reviews to ind tips - short, concise, practical and self-contained pieces of advice. Tips can provide
complementary insights on top of the existing product information, such as title, attributes, and description.
They can be useful both before the purchase, to learn more about the product, and after the purchase, when the
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product is already at hand. Each of these use cases holds its own value for e-commerce platforms: before the
purchase, tips help customers make a more informed purchase decision, whereas after the purchase, tips can
motivate customers to return to the site and increase their engagement.

The large number of reviews on e-commerce platforms, especially for popular products1, makes the process of
inding useful information challenging. In order to ind relevant pieces of information, customers usually sort
and ilter the reviews by diferent parameters, such as date or review score, but eventually they often consume
few of the reviews, and might therefore overlook many helpful pieces of advice. Tips are not typically enabled as
irst-class user-generated content type on major e-commerce websites. While a few small e-commerce websites
allow tips as irst-class user-generated content, this type of input is not widespread across the major e-commerce
sites. Recently, some e-commerce websites added such functionality, but the most of the existing platforms are
still missing this option. Therefore, customers have to provide their tips and advice (if they wish to) through
other user-generated content options, such as reviews. In the travel domain, a few websites and applications
(e.g., TripAdvisor, Yelp and Foursquare) enabled the tip functionality, but those were not prominent and did not
demonstrate success or lasted for long [23].

In this work, we propose an automatic method for deriving such short and concise tips from customer reviews.
We propose an extractive approach, where we are aiming to ind several tips out of hundreds of review sentences
per product. Extracting only few, yet informative and helpful sentences from a large number of reviews, can
save a lot of efort to customers and can come in especially handy for mobile device users, who often seek for
concise content. These tips may be of diferent types and each of these types is useful for diferent situation, some
especially handy before the purchase (e.g., warnings), other can be applied right after the purchase (e.g., irst
time use) or at the long run (e.g., maintenance).

Tip extraction methods have been previously studied in other domains, especially travel [23, 62, 69]. A recent
work has proposed an approach for extracting short practical and useful tips from developer answers written on
the StackOverlow platform [61]. However, these tips are diferent in their applicability. For example, travel tips
mainly focus on logistics, opening hours, discounts, or special attractions to notice. Tips for software developers
usually include suggestions for coding best practices and speciic libraries to use. In contrast, our tips focus on
product aspects, such as usage, maintenance and workarounds. The techniques used in previous works that
studied tip extraction in these domains included various methods, such as considering sentences that start with a
verb in a base form (e.g., [62]), inding repeating patterns (templates) using regular expressions (e.g., [23]), and
detecting łactionable clausesž, i.e., phrases that include action, target, method, time, and place (e.g., [51]). As part
of our analysis, we consider all the aforementioned techniques and compare them to the methods introduced in
this work.
In the e-commerce domain, closest in spirit to our research are the works by Li et al. [39, 40], which also

studied tips generation for products. However, these works deine a tip in a completely diferent way. While we
extract short practical pieces of advice from the reviews, they merely consider the summary part of the review as
a tip. While we require that the extracted sentence will add a new non-trivial information about the product on
top of the existing information, the summary in many cases does not include such new information, but rather
relects an opinion overview (e.g., łThis is a great product for a great pricež and łNot as good as I expectedž ). Our
strict deinition makes tips quite rare in the reviews (as we later show, tip prevalence in review sentences is lower
then 5%), while in their work, each product has at least one tip sentence (since each review has a summary).
Finally, to the best of our knowledge, we are the irst to deine the various types of product tips and study their
characteristics. As part of our study, we provide both analysis of tips łhiddenž in reviews and an evaluation of
methods for extracting them that attain high precision for popular products.

1For instance, SENSO Bluetooth Headphones has over 36,000 reviews on Amazon.com
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Our work uses a publicly available dataset of product reviews from one of the world’s largest e-commerce
platforms [26]. As the proposed approach is supervised, we extended the existing dataset with labels. First,
we deine a tip as a short, concise and self-contained piece of advice, in line with previous work in other
domains [23, 62]. The data labeling is performed manually by human annotators via a dedicated tool designed
for this task. We identify 10 main types of product tips that commonly appear in reviews and list them in the
annotation tool. The list contain the following types: Alternative use, Complimentary product, First time use,
Maintenance, Population segment, Size, Warning, Workaround, and Other. Additionally, the annotator has to
select the tip’s timing (i.e., if the tip is useful before and/or after the purchase), and connection to the surrounding
context sentences (i.e., whether they could or need to be used as part of the tip). The additional labeled set
contains 14,000 product reviews and is released for public use. Speciically, we focus on ive popular e-commerce
domains: Baby, Home Improvement, Musical Instruments, Sports & Outdoors, and Toys. These domains’ product
reviews tend to contain useful non-trivial tips that are beneicial for customers. The potential customers of these
domains may often look for advice, such as recommended usage of new-born products for fresh parents in the
Baby domain or łdo it yourselfž tips and tricks in Home Improvement.
As mentioned above, we apply a supervised approach and experiment with a wide range of well-known

classiiers, from baselines such as Naïve Bayes and basic LSTM [29], to state-of-the-art methods, such as BERT
[16]. For the BERT classiier, we also experimented with a multi-task learning approach [8]. In addition, we use a
baseline method of taking sentences starting with a verb (e.g., łPlugin the AUX cable irst before turning it onž and
łMake sure there is nothing behind the arm you’re pulling withž). As previously mentioned, this method has been
used in key tip studies in domains other than e-commerce, either as the main approach [62] or as a baseline [23].
However, as our study shows, in e-commerce, only 5% of the tips start with a verb, hence this approach is not
practically useful. Note that since the presentation area on product pages is usually very limited, especially on
mobile devices [47], we aim at extracting a small number of high-quality tips per product.

For our evaluation, we use two main methods. First, we perform a standard multiple train/test evaluation via
random re-sampling and cross-validation on the collected labeled data and report the precision/recall for each of
the classes. We also experimented with a cross-domain approach, training the model on one domain and testing
on another, in order to examine how well the model can generalize.

Second, in order to simulate the practical use-case of extracting the tips from a large set of reviews, we run our
method on previously-unseen products from these domains. In addition, we test our model on products from
previously-unseen domains and from another e-commerce platform. For this type of evaluation, we consider the
top-k tip sentences identiied by the model (ordered by classiication score), and ask our annotators to manually
assess the extracted tips. The second evaluation method allows us to estimate the quality of our algorithm in
a real life scenario, and gain initial insights about the number of reviews needed to produce high-quality tips
for a product. The results of the second evaluation demonstrated high precision, especially for the Baby, Home
Improvement and Sports & Outdoors domains, with over 90% precision for the top 5 tips.

Also, in order to demonstrate the robustness of our method and the ability of the proposed model to generalize,
we evaluate the model on datasets from additional domains from the same e-commerce platform, including
Automotive, Cellphones, Fashion, Electronics, and Health, as well as domains from another e-commerce platform,
including Shoes and Watches. Our method achieved high precision particularly for Automotive, Electronics,
Health, and Watches domains, with over 82% precision for the top 5 tips.

Finally, we discuss practical usage of our approach in real world applications. Concretely, we explain how tips
generated from user reviews can be integrated in various use cases within e-commerce platforms and beneit both
buyers and sellers. As part of the discussion, we provide a visionary user interface prototype for tip integration
within a product page. We also conduct a small-scale user study to assess the efect of tip presentation within the
product page on potential buyers’ experience.

Our contributions can be summarized as follows:

ACM Trans. Internet Technol.



4 • Sharon Hirsch, Slava Novgorodov, Ido Guy, and Alexander Nus

Table 1. Characteristics of the original datasets.

Baby Home Improvement Musical Instruments Sports & Outdoors Toys

Avg Std Median Max Avg Std Median Max Avg Std Median Max Avg Std Median Max Avg Std Median Max

Reviews per product 22.81 36.76 11 780 13.16 16.22 8 504 11.40 12.93 8 163 16.14 25.67 9 1042 14.06 15.85 9 309
Sentences per review 6.14 5.62 5 213 6.89 7.21 5 198 5.81 5.93 4 116 5.71 5.94 4 283 6.40 6.22 5 222
Words per sentence 16.19 10.70 14 425 16.08 10.54 14 573 15.66 10.99 14 230 15.39 10.53 13 829 15.74 10.25 14 586

Number of products 7,050 10,217 900 18,357 11,924
Number of reviews 160,792 134,476 10,261 296,337 167,597

• To the best of our knowledge, we are the irst to introduce and study the tip extraction task in electronic
commerce.

• We provide an extensive analysis of tips, their types, and distribution in reviews across diferent e-commerce
domains.

• We present several supervised methods for detecting the tips and perform an extensive evaluation.
• We perform an extensive evaluation of the proposed methods on products from various domains and
platforms to demonstrate the eiciency and robustness of these methods.

• We show how our proposed method can be integrated in a real world e-commerce platform and beneit
both buyers and sellers.

The rest of the paper is organized as follows. Section 2 reviews related work. In Section 3, we describe the
existing datasets and elaborate on the labeled data acquisition process. Section 4 describes the proposed tip
extraction methods. In Section 5, we present the evaluation results of the suggested methods. In Section 6 we
discuss how these methods can be applied in a real world e-commerce platform. Finally, we conclude in Section 7.

2 RELATED WORK

Previous work has shown that online reviews from customers have a strong efect on other customers’ purchase
decision process in e-commerce [13, 18, 41, 68]. The number of reviews in e-commerce sites has grown signiicantly
in the recent years. The sharp increase in the number and variety of reviews brings new challenges to the table,
such as review quality estimation [9, 34] and fabricated review detection [1, 31]. One of the primary challenges
related to reviews is information overload. A number of studies have shown that information overload, due to the
immense number of reviews, leads to an increase in the time required to make a decision and degrades decision
quality [54, 57]. There are several proposed approaches to deal with this challenge. Some focus on selecting a
compact and representative subset of reviews (e.g., [22, 36, 37, 45]), while others apply review summarization
techniques and generate an aggregate statistics of negative and positive feedback about diferent product features
(e.g., [14, 30, 53, 66]). Another related research direction deals with ranking the reviews according to diferent
properties (e.g., helpfulness votes) [3, 58]. Extracting aspects and ranking the reviews accordingly has recently
been studied by Huang et al. [32]. They analyze users’ aspect preferences from reviews and deine a review
helpfulness score at the aspect level. Then, a recommendation algorithm is applied to provide each user with
the top-k most useful reviews based on their helpfulness score. Finally, recent work focused on personalizing
product descriptions and generating them from product reviews [19, 47, 48]. In contrast to most of the approaches
mentioned above, our method’s building block is a review sentence rather than the entire review. Previous
approaches that worked on a sentence level fundamentally difer from our approach. On the one hand, we do
not aim to cover all possible aspects contained in the reviews. On the other hand, the summaries and/or the
descriptions generated by the above-mentioned methods do not necessarily contain any tips.
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Extraction of tips is an established research direction that attracted much interest in the recent years. A
few previous studies examined the identiication of tips in domains other than e-commerce. A few of them
have focused on extracting tips from sources such as question-answering websites. For example, a recent work
has proposed an approach for extracting software development tips from answers on Q&A platforms such as
StackOverlow by [61]. The work by Weber et al. [62] aimed at extracting tips from Yahoo Answers to address
speciic search queries. Similar to this work, they deined a tip as a łshort, concrete and self-contained bits of non-
obvious advicež. Their proposed extraction mechanism mainly used the question-answer structure. Speciically,
they considered only łhow-tož questions such as łhow tož, łhow do Iž, or łhow can Iž and collected short answers
that start with a verb. Afterwards, they performed a user study and annotated tip candidates manually. The
annotated set was then used for training a binary classiier. The inal tips were always of the form łX:Yž, where X
is the tip’s goal, and Y is the suggestion. This approach is not applicable in our setting, since we are working with
product reviews rather than question-answer pairs and search queries. Nonetheless, we consider sentences that
start with a verb as a baseline to all other methods.
Li et al. [39, 40] study abstractive tip generation for products. These works are close to our research by their

title, however, while the task seems to resemble our work, there is a major diference in the deinition of the tip.
Generally, these works used two datasets from the e-commerce and restaurants domains. The irst dataset was
from Amazon, where the extracted tips originated from the łsummaryž part of the review, for example łOne of
our favorite games!ž or łMy son really loves this simple toyž, while we use the review content to extract tips. The
second dataset was from the Yelp Challenge and included restaurant tips and reviews, for example łLove their
soup!ž or łPretty good local servicež. These łtipsž are subjective, far from our deinition of a tip, and do not provide
much non-trivial information or insights, but rather relect an opinion summary. Another diference from their
work is that in this study, we deine and explore various tip characteristics, such as tip types, tip timing, and
connection to the surrounding context.
The travel domain has been extensively researched in the recent years (e.g., [10ś12]). For example, Chen et

al. [10] proposed a novel technique for group itinerary recommendation. Their method was designed to schedule
a list of interesting places to visit, while taking into account time constraints and other preferences of each of the
group members. The travel domain is also the most popular domain for tip-related research, mostly because there
are many available datasets (e.g., forums, blogs, questions and answers) and since the user is typically visiting
an unfamiliar environment, where advice from knowledgeable individuals can be valuable. In contrast to tips
in e-commerce, which are mostly about diferent usages of the products, travel tips focus mainly on logistics,
opening hours, discounts, special attractions to be noticed, and so forth. Closest to our work is the research by
Guy et al. [23] and by Zhu et. al [69]. The work by Guy et al. relies on 150 human-generated templates for travel
tips. Examples of such templates are łmake sure to *ž, łcheck the * forž and łthe * is closed on mondaysž, where
the asterisk can represent any word. The work by Zhu et al. extends the work by Guy et al. and introduces an
unsupervised approach that solves a similar task without relying on training data. The key diference from our
work is the applicability of the proposed methods to the e-commerce domain. In this paper, we deine the tip
extraction task along with e-commerce speciic tip types and their context, while in their works they focus on
travel-speciic language. Moreover, a template-based approach is not applicable in our setting, since we did not
ind any dominant repetitive n-gram patterns in our annotated tips.

Another closely related ield of research focuses on detecting text units that include pieces of advice. Wicaksono
and Myaeng [64] proposed to use conditional random ields, to extract advice sentences from travel forum entries.
Some of the studies used linguistic features to detect tips. Ryu et al. [51] proposed a method to detect łactionable
clausesž in how-to instructions using syntactic and modal characteristics. For example, łClean the bowl completely
with mineral spirits on a ragž can be converted into {ACTION: clean, TARGET:bowl, INSTRUMENT: mineral spirits
on a rag}. However, in our work, the extracted tips are not always actionable or include speciic instructions for the
customer. A typical example for a product tip may look like łThe slipcovers come of easily to be machine-washedž

ACM Trans. Internet Technol.
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Table 2. Characteristics of labeled tips across the five domains.

Baby Home Improvement Musical Instruments Sports & Outdoors Toys

# of products 2,612 2,711 736 2,722 2,736

# of reviews 2,800 2,800 2,800 2,800 2,800

# of sentences 17,560 19,436 15,460 15,957 16,758

# of tips (% of sentences) 954 (5.43%) 880 (4.53%) 537 (3.47%) 805 (4.71%) 670 (4.00%)

Avg (median) words per tip 21.33 (19) 21.11 (19) 21.98 (19) 20.42 (19) 20.38 (18)

Before purchase 49.37% 35.34% 39.66% 39.13% 47.01%

After purchase 21.07% 37.27% 27.75% 27.83% 23.88%

Both 29.56% 27.39% 32.59% 33.04% 29.10%

Standalone 81.97% 79.20% 80.07% 84.10% 84.48%

Extend before tip 9.12% 9.31% 9.57% 11.25% 9.55%

Extend after tip 17.92% 16.20% 15.16% 19.43% 15.97%

Warning (38.05%) Usage (40.23%) Usage (40.41%) Warning (29.94%) Warning (34.63%)

Most common types Usage (23.69%) Warning (29.55%) Warning (30.17%) Usage (29.81%) Usage (23.88%)

Size (8.07%) Workaround (7.05%) Workaround (8.38%) Size (9.81%) Population segment (13.13%)

or łThis toy contains small parts and is not recommended for children under 3ž. Wicaksono et al. [63] focused
on inding advice sentences in travel blogs. They also proposed several linguistic features, mostly deined by
hand-crafted rules that were looking for the appearance of terms such as łI suggestž, łI strongly recommendž, or
ładvicež, with an associated proper noun, representing a travel entity, such as a hotel. Our approach applies a
preliminary rule-based step, to ilter out sentences with very low likelihood of being tips. However, rules do not
suice in our case due to the scarcity of repetitive patterns in e-commerce tips. We therefore propose a supervised
model as our main method for tip extraction.
Finally, our previous work [28] addresses the problem of tip generation from review sentences. The current

version provides a diverse set of experiments along with extensive evaluation methods on additional datasets
from a variety of e-commerce domains and platforms. Speciically, we evaluate another state-of-the-art method,
Multi-task learning with BERT, and experiment with diferent tip types as separate tasks. Additionally, we evaluate
how our proposed approach can generalize without adding much labeled data when facing new unseen domains,
which demonstrates promising results. This study is especially important for large e-commerce platforms since
they support thousands of diferent categories and acquiring training data for each new domain is costly. Finally,
in this paper we suggest practical applications of the proposed method in these real world e-commerce platforms,
and discuss how the generated tips can beneit both buyers and sellers.

3 DATASETS AND CHARACTERISTICS

In this section, we describe the datasets used for our analysis and experimental evaluation, their characteristics,
and the annotation process we used in order to produce labeled data.

3.1 Datasets

Our research was conducted over ive publicly available product datasets [26] from ive e-commerce domains:
Baby (baby clothing and supplementary products), Home Improvement (tools for home improvement), Musical
Instruments (musical instruments, parts, and related accessories), Sports & Outdoors (equipment for sports and
outdoor activities), and Toys (children’s toys and games). The datasets contain, per each product, its metadata
(title, image, etc.) and all its associated user reviews. Table 1 depicts the main characteristics of the ive datasets,
including the number of total products and reviews, length of reviews in sentences, etc. The largest dataset is
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Sports & Outdoors containing 18,357 products with nearly 300� reviews in total, while the smallest is Musical
Instruments, with 900 products and a little over 10� reviews in total. The median number of reviews per product
ranges from 8 to 11, while the median number of sentences per review is between 4 and 5. The average number of
sentences per review is around 6, varying from 5.71 in Sports & Outdoors domain to 6.89 in Home Improvement
domain. To demonstrate robustness of our methods and the ability of the proposed models to generalize, we
use datasets from additional domains, including Automotive, Cellphones, Electronics, Fashion, and Health. For
evaluation, we irst consider all products above the 90th percentile according to their number of reviews in each
of the ive domains. Then, we randomly sample 50 products from each domain and select all review sentences
of these products. Then, we apply our method on the sentences and present the top sentences (ordered by
classiication score) to be evaluated as a tip or not.

3.2 Tip Definition

We deine a tip as a short, concise, practical, and self-contained piece of advice. In general, tips can be useful both
before and after the purchase. Before-purchase tips are useful to learn more about the product, and after-purchase
tips are helpful when the product is already in hand. Both of these use cases are important for e-commerce
platforms: tips before the purchase help with the purchase decision by providing more information. Useful tips
after purchases can increase customer satisfaction and motivate return to the site for additional shopping.

Despite the straightforward deinition of a tip, there are some borderline cases that should be discussed. First,
many review sentences may look like a tip, while they are very subjective and contain a personal experience (e.g.,
łIn addition, we live in a colder climate and do not heat the house above 62 degrees at night, so combined with a little
heater, this sleep sack does the trick.ž) Such sentences are not considered as tips. Another type of a borderline case
not considered as tip is a descriptive sentence (e.g., łHighly recommend it for outside purposes especially in the cold
weather.ž and łThe cards are high gloss with full color pictures on them.ž). Other non-tip sentences are obvious
or trivial remarks (e.g., łJust make sure you have a bunch of batteries to get started.ž) or those that repeat details
already provided as part of the product description, without adding any new information (e.g., łPerfect for tuning
electric guitars.ž for a BROTOU Guitar Tuner that includes the following sentence in its description: łFits most
electric guitarsž).

3.3 Data Annotation

Labeling for training and evaluation in this work was performed by in-house annotators, after three hours of
training and qualiication tests. The pool included a total of 10 annotators, who were assigned tasks from each
of the ive domains randomly.2 Unless otherwise stated, each evaluation was performed by a single annotator.
Labeling was performed using a dedicated tool developed for this task. The tool’s user interface is depicted in
Figure 1. As shown in the igure, each review was split into sentences. For each sentence, the annotator was
asked to select whether it is a tip (as deined in Section 3.2) or not. For each selected tip, the annotator was
asked to select the tip type (out of 10 pre-deined types, presented at the irst column of Table 3). Afterwards,
annotators had to indicate if the sentence is a standalone tip or needs additional context. Moreover, annotators
selected if this tip is useful before the purchase, after the purchase, or both. They could also (optionally) choose
the previous and/or next sentence as useful information for extending the selected tip, regardless if it was marked
as a standalone or not (see łextend tipž checkbox in the second column in the annotation tool screenshot). To
measure the agreement between the annotators, we asked four of them to annotate the same 100 review sentences
as tips or not. The Fleiss' Kappa [20] among them was 0.815, indicating a high agreement level. All data annotated
using the tool will be publicly released as an extension to the original public dataset. 3

2Annotators were granted monetary compensation for their work.
3The dataset is available at http://proj.ise.bgu.ac.il/public/gen_tips.zip
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Fig. 1. Annotation interface.

Table 3. Types of tips, their distribution (portion of all sentences marked as tips), and examples across all domains.

Warning 32.71% The metal mounting clips scratched the edges of my trunk lid.

Usage 31.12% Best used when replacing strings, so you can apply while they are of.

Workaround 6.66% I needed a 5/8 female to 3/8 male adapter to get my mic to mount.

Complementary product 5.54% You will need to buy fasteners for it, since the box only contains the vice.

Size 5.49% But deinitely order at least one size bigger than you wear.

Maintenance 4.60% The slipcovers come of easily to be machine-washed.

Population segment 4.24% Recommend for a 4-5 year old that likes cars and trucks.

First time use 3.98% The wheels do need to be pumped with a bike pump prior to use.

Alternative use 2.99% My baby doesn’t need it anymore so now I use it as my neck pillow.

Other 2.68% Her hair is much brighter blue than it appears in the photo.

3.4 Tip Characteristics

We sampled uniformly at random 14,000 product reviews across the ive domains (2,800 per domain) from the
original datasets (Table 1). The annotators labeled these 14,000 reviews, which included 85,171 sentences in total.
Table 2 depicts the full statistics of the annotated dataset, including the number of labeled sentences and the
collected tips across the ive domains, along with the most common tip types. Overall, 3,846 sentences were
annotated as tips, accounting for only 4.52% of all labeled sentences. This is a substantially lower percentage
than the 23.3% reported for reviews of tourist attractions 3 depicts the distribution of the 10 diferent tip types in
our labeled tips. The most popular tip types were ‘Warning’ and ‘Usage’, accounting each for slightly over 30% of
all tips. The third most popular type was ‘Workaround’, followed by ‘Complementary product’ and ‘Size’. The
least popular tip type was ‘Other’, while about half of these tips related to diferences between the actual product
received and the seller provided information (product image, title, or description; see example in Table 3). As
depicted at the bottom of Table 2, some variance can be observed for the distribution of top tip types across the
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Table 4. Tip timing (before and/or ater purchase) distribution by type.

Type Before purchase After Purchase Both

Warning 76.71% 13.04% 10.25%

Usage 17.88% 45.53% 36.59%

Workaround 3.91% 54.30% 41.80%

Complementary product 38.97% 11.74% 49.30%

Size 62.56% 1.42% 36.02%

Maintenance 3.95% 45.20% 50.85%

Population segment 78.53% 1.23% 20.25%

First time use 22.22% 49.67% 28.10%

Alternative use 6.09% 20.87% 73.04%

Other 43.69% 3.88% 52.43%

ive domains. ‘Usage’ and ‘Warning’ are at the top of the list in each of the ive domains, with ‘Usage’ the most
common for Home Improvement and Musical Instruments and ‘Warning’ for Baby, Sports & Outdoors, and Toys.
Another interesting characteristic is the connection to the surrounding context sentences. Most of the tips

(81.96%) were standalone, while only 18.04% were labeled as non-standalone sentences. As can be seen in Table 2,
these results are rather consistent across the ive domains. Overall, 26.91% of the tips could be extended to the
adjacent sentence, with about two thirds of these to the succeeding sentence and a third to the preceding sentence.
For example, for the standalone tip sentence: łOne note of caution, this is a very heavy router because it is a large
plunge routerž, the succeeding sentence was marked as an extension: łI mounted it on a Rockler X-Large router
plate which is 1/4 inch thick aluminum, but it has a very slight bow in the middle.ž For the non-standalone tip
sentence: łYou need a pipe cleaner to really get itž, the preceding sentence was annotated as an extension: łMy one
complaint is that there is an area that is hard to clean in the 4 piece nipple apparatus.ž. Overall, however, the low
portions of non-standalone tips indicates that our choice to focus on single-sentence tips covers the majority of
the cases. We leave the expansion to multi-sentence tips for future work.
The number of tips marked as being useful before the purchase was somewhat higher than those marked as

useful after the purchase: 42.25% versus 27.61%, respectively. The rest, nearly a third (30.14%), were annotated as
useful both before and after the purchase. These portions varied substantially across the diferent tip types, as
depicted in Table 4. While ‘Population segment’, ‘Warning’, and ‘Size’ are typically useful before the purchase,
‘Workaround’, ‘First time use’, ‘Usage’, and ‘Maintenance’ tips are more often useful after the purchase. ‘Alternative
use’ tips are prominently useful both before and after the purchase. We conjecture that alternate-use tips can both
inluence the purchase decision, as they reveal additional functionalities, and are also handy when the product
is in possession, extending its potential use. The substantial diferences across tip types are also relected in
diferences across the domains, as can be seen in Table 2. For instance, domains with higher portion of ‘Warning’
tips, exhibit higher portions of tips that are useful before the purchase.

Tip Analysis. As a irst step after obtaining the labeled data, we analyzed additional tip features. Table 5 presents
the portion of tips according to diferent characteristics of the sentence in question, the originating review, and
its authoring reviewer. It can be seen that longer sentences have higher likelihood of being tips: of the sentences
consisting of 30 words or more, 8.6% were marked as tips, accounting for 23.1% of the tips in our dataset. At
the other extreme, only 1.9% of the sentences composed of 6 to 9 words were labeled as tips. Inspecting review
characteristics, it can be seen that sentences that originate from short (1-2 sentences) and especially long (over
15 sentences) reviews have somewhat lower likelihood of being tips. As can also be observed from the table,
sentences that originate from reviews with two or more ‘helpful’ votes were more likely to be considered as tips,
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Table 5. Tip characteristics (binned) within the complete dataset (all five domains). ‘%’ and ‘%T’ denote, per bin, the portion
of tips out of all tips and the portion of sentences marked as tips, respectively.

Sentence Length (Number of Words)

0 6-9 10-13 14-17 18-21 22-25 26-29 30+

% 6.6 12.4 16.1 16.8 13.9 11.1 23.1

%T 1.9 3.0 4.3 5.5 6.4 7.5 8.6

Review Length (Number of Sentences)

1-2 3 4 5-6 7-9 10-15 16+

% 5.8 8.8 10.6 17.6 17.6 20.0 19.8

%T 4.5 4.3 4.9 4.9 4.6 4.7 3.8

Tip Position within Review

First Middle Last

% 10.3 74.6 15.1

%T 2.9 5.0 4.2

Review’s Number of Helpful Votes

0 1 2+

% 46.2 16.1 37.7

%T 4.2 4.4 5.1

Reviewer’s Number of Past Reviews

0-19 20-39 40-79 80-129 130-199 200+

% 13.3 21.0 24.1 12.7 8.6 20.3

%T 4.8 4.8 4.5 4.2 4.4 4.1

Reviewer’s Portion of Past Reviews with Helpful Votes

0-20 20-30 30-40 40-50 50-60 60-100

% 9.8 15.5 18.2 17.0 16.4 23.0

%T 3.9 4.3 4.7 4.7 4.8 4.5

whereas opening sentences (positioned irst) and those originating from reviews with no ‘helpful’ votes had
lower likelihood to be tips. Finally, we inspected characteristics of the reviewer who wrote the originating review.
Interestingly, reviewers with many reviews on the site (130 and more) tend to include fewer tip sentences in
their review. It could be that such łheavyž reviewers focus on other aspects in their reviews, such as personal
experiences and opinions. Additionally, reviewers who had especially lower portion of past reviews with at least
one helpful vote, produced a lower portion of tips, as can be seen in the last section of Table 5. We note that the
results for each of the ive domains demonstrated similar trends to those shown in Table 5.

Tip vs. Non-tip Language. We also set out to examine the most prominent language diferences between the
two classes of sentences ś tips versus non-tips. To this end, we used Kullback-Leibler (KL) divergence, which is a
non-symmetric distance measure between two given distributions [4, 7]. Speciically, we calculated the terms that
contribute the most to the KL divergence between the language model of the tip sentences versus the language
model of the non-tip sentences and vice versa [24].
Table 6 presents the most distinctive unigrams and bigrams. It is noticeable that the most characterizing

unigram of tip sentences compared to non-tip sentences is the second-person pronoun you, while the irst-person
pronoun i tops the non-tip list. This indicates that tip sentences are usually phrased in a second-person language
rather than irst. The unigram my, which also relects a irst-person language is also high on the non-tip list, as
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Table 6. Most distinctive unigrams and bigrams for tips vs. non-tip sentences.

Unigrams Bigrams

Tips Non-tips Tips Non-tips

you i if you i have

the this on the the price

to my you have i am

if price need to i was

your love make sure a great

or our you can my son

of was if your they are

on had is that it was

use his sure you a very

need we when you i had

can great use the in my

be i’m of the this one

suggest he will need i love

not nice have to i bought

head bought that you for my

put like you use i got

note very you need bought this

it and to the and i

make quality be careful i will

well as the plural we, while your is on the tip list. Other unigrams on the tip list include diferent prepositions
and verbs, such as use and need, as well as the explicit suggest and note. The non-tip list includes was and had,
which are often used to describe a past experience, the verbs like and love, which relect subjective opinions, as
well adjectives and adverbs that relect positive impressions, such as great, very, and nice and the noun quality,
which is often associated with the reviewer’s opinion on a certain feature of the product.

Inspecting the bigram lists, the tip list includes several expressions in second-person languages, such as if you,
you can, you have, you need and you use and expressions typical to advice giving, such as make sure, will need, be
careful. The non-tip bigram list, on the other hand, includes many irst-person expressions, such as i have, and i,
i am, i got, and i was, in addition to expressions that relect personal experiences, such as my son or i bought. It
also includes the price, referring to a listing-speciic characteristic, which may change from one seller to another,
and phrases that relect subjective feelings, such as a great, a very, and i love.

4 TIP EXTRACTION

In this section, we describe the key components of our tip generation method. Given the set of all user reviews
for a product, we go through the following steps to extract the tip sentences. We irst apply rule-based iltering
crafted based on analysis of the datasets. Following, we use a supervised approach that learns to identify tip
sentences. To this end, we experiment with diferent types of classiiers, including state-of-the-art methods in
language modeling, and compare their performance on a labeled set.

4.1 Rule-based Filtering

Since the data is very skewed, before applying any advanced classiication approaches, we look for methods that
would easily ilter out non-tip sentences. After performing an analysis of basic features (e.g., sentence length)
and words (KL) we could not observe simple rules that can massively be used for iltering, as done for the task
of description generation [47]. This may indicate that our extraction task is more complex. Nevertheless, we
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identify a few rules that could save up to 39% of the labeling task. The proposed rules decrease the total number
of sentences from 85,171 to 51,929 and increase the total percentage of tips from 4.52% (as reported in Section 3.4)
to 5.89%. To derive many of these rules, we observed the top KL n-grams for �∈{1, 2, 3} and considered those
that hardly appear in tips, i.e., in fewer than 5 sentences in our training set, but do appear frequently in non-tip
sentences. Our rule list includes the following:
(1) Short: sentences of 5 words or fewer generally contain little information and rarely relect any useful

piece of advice. For example, łRecommendedž, łVery good qualityž, łUsefulž, or łWill buy againž were among the
most common short review sentences in our datasets. Analogously, in the travel domain it has been previously
demonstrated that short sentences cannot serve as high-quality tips [23]. Overall, short sentences accounted for
11.2% of all review sentences across all domains in our dataset.

(2) Enthusiastic: some reviewers tend to describe the product using strong-sentiment positive adjectives, such
as ‘wonderful’, ‘adorable’, ‘amazing’, ‘fantastic’ and verbs such as ‘love’ and ‘like’. Examples include łI love this
product and recommend it for everyonež and łAmazing quality, very useful for outdoor activitiesž. Overall, 18.6% of
the review sentences matched this iltering criterion.

(3) Listing-speciic: review sentences that focus on listing-speciic aspects, which may vary across diferent
sellers of the product, such as price, shipping and return policy, warranty, product rating, and similar. Tokens
used for iltering included ‘price’, ‘money’, ‘cheap’, ‘expensive’, ‘shipping’, ‘return’, ‘warranty’ and also the dollar
sign ‘$’. Examples of such sentences include łVery useful product for just 20$ž, łNot very cheap but worth its moneyž,
and łThe shipping was almost as much as the panel itself ž. Overall, 14.7% of the review sentences matched this
iltering criterion.
(4) Personal: sentences with a irst-person pronoun, such as ‘i’m’, ‘i’ll’ and ‘i’ve’. As demonstrated in the

previous section, such pronouns hardly ever occur on a product tip. Overall, 8.4% of the review sentences matched
this iltering criterion.
We do not automatically ilter out sentences from reviews with low ratings and do not run any sentiment

analysis to ilter out negative sentences, since these may hide useful tips, such as warnings, workarounds, or
alternate use. For example, the sentence łTried using it lighting with a match which worked, but the of switch
would not shut the low of fuel of completelyž is a workaround tip for a Mini Jet Pencil Lighter and łThey fog up
almost as quickly as my old Speedo goggles (several years old) which is after about one lap of the poolž is a warning
tip for a Speedo Baja Swim Goggle. Both tips were extracted from negative (one and two stars) reviews.

Our rules are designed to ilter out sentences that are very likely not to contain a tip, hence we prefer to apply
only high-precision rules. As already mentioned, our rules iltered out 39% of the review sentences, leading to a
tip portion of 5.89% in the remaining set.4

4.2 Automatic Classification

After applying the initial rule-based iltering, we explore a supervised approach, by training a classiier to predict
whether a product review sentence contains a tip. We use the labeled dataset described in Table 2 and experiment
with various classiiers:

Naïve Bayes.We examine a common model for text classiication - Naïve Bayes [50]. Our features include
textual features, speciically the unigrams, bigrams, and trigrams of the review sentence. We also experiment
with a variant that includes additional features, based on the characteristics described in Table 5.

LSTM. A recurrent neural network based on a long short-term memory (LSTM) [29] architecture, with Global
Vectors for word representation (GloVe) [49] pre-trained on the Wikipedia 2014 and Gigaoword 5 corpora.

LSTM with Attention. The attention mechanism enables the network to focus on relevant parts of the
input [67]. The overall architecture of the łattention networkž consists of two components: an LSTM-based word

4The portions of all four rules do not sum up to the total portion of iltered sentences, since some sentences match more than one rule.
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sequence encoder and a word-level attention layer. Given a review sentence split by words, we irst embed each
word using pre-trained GloVe embeddings, as previously described, and then use the LSTM network to produce
the hidden states. The attention mechanism is often used to put more focus on certain words in the review
sentence. For example, in the sentence łMake sure to switch of the guitarž the words łmake surež receive higher
weight, and in the sentence łJust be careful when opening the hoodž, the higher weight is given to łjust be carefulž.
We feed the word annotations through a single-layer perceptron network to receive a latent representation. Then,
we calculate the similarity of the latent representation with a word-level context vector, normalized by a softmax
function, to produce the word’s importance weight. We then construct the sentence vector as a weighted sum of
the word annotations based on each word’s weight.
For both LSTM methods, we performed hyper-parameter tuning, which included the batch size, number of

epochs, learning rate, and the number of hidden units in the layers.
FastText. A library for learning word embeddings and text classiication created by Facebook’s AI Research

called FastText [5]. Each word is represented as a bag of character n-grams, and the inal word embedding is
the sum of character n-grams. This is useful for generalizing words with similar roots that appear in diferent
forms (e.g., build and building). Hyper-parameter tuning was performed on the n-grams length, learning rate,
and number of epochs.
BERT. A state-of-the-art technique for NLP pre-training called Bidirectional Encoder Representations from

Transformers (BERT) [16]. This is a deep bidirectional, unsupervised language representation, pre-trained using
only a plain text corpus. In contrast to context-free models, such as word2vec [44] or GloVe [49], which generate
a single word embedding representation for each word in the vocabulary, BERT generates a representation of
each word based on the other words in the sentence. BERT is useful for extracting high-quality language features
from text data. In addition, it is useful for ine-tuning a model on a speciic task, as we did in our experiments. We
used the pre-trained ‘BERT-Base, Uncased’5 model to train a binary classiier for our task. Our hyper-parameter
tuning included the batch size, number of epochs, and learning rate.

For all deep learning methods, both LSTM methods and BERT, we used Adam [35] optimizer.

5 EVALUATION

In the following section, we present two evaluation methods for the extraction models. The irst method is a
standard train/test evaluation, which included both a 50-time repeated evaluation, in which the training and
test sets are randomly re-sampled from the labeled data [65] and a 5-fold cross-validation. The second method
simulates the practical scenario of extracting tips from a large set of reviews of previously-unseen products. We
use the best performing model from the irst evaluation method and apply post-processing human annotations
for evaluation.

We compare the classiiers presented in Section 4.2, namely Naïve Bayes (including a variant with additional
features), LSTM (including a variant with attention), FastText, and BERT. For the best performing method, we
also experiment with multi-task approaches combining up to four most frequent tip types as diferent tasks. In
addition, we experiment with the cross-domain approach, where the idea was to train the model only on one
domain and evaluate its performance on another domain.

We use our labeled dataset containing a total of 3,059 tips and 48,870 non-tip sentences, obtained after the initial
rule-based iltering described in Section 4.1. In addition, we use a simple baseline method that labels all sentences
starting with verbs (VB or VBP part-of-speech tags [43]) as tips. This method has been used in key tip studies in
domains other than e-commerce, either as the main approach [62] or as a baseline [23]. It yields low precision
of 17.72% and low recall of 4.48% on our dataset, indicating that the task is far from trivial. This observation is
aligned with previous indings in the travel domain, where 9.8% of the tips were reported to start with a verb [23].

5https://github.com/google-research/bert
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Table 7. Recall results for classifying review sentences as tips at four diferent precision levels: 75%, 80%, 85%, and 90%.

Classiier
Recall@Precision=

75% 80% 85% 90%

Naïve Bayes 43.42% 26.71% 11.37% 6.18%

Naïve Bayes w/Features 40.71% 26.17% 12.07% 6.78%

LSTM 30.03% 25.25% 16.79% 15.30%

LSTM w/Attention 30.41% 22.40% 15.62% 12.38%

FastText 41.92% 29.01% 15.49% 8.88%

BERT 70.47% 58.05% 36.05% 19.33%

Table 8. Results of 5-fold cross-validation for classifying review sentences as tips. The best results in each column are
boldfaced and mark statistically significant diferences with the other models results.

Classiier Precision Recall AUC

Naïve Bayes 70.44% 55.15% 0.66

Naïve Bayes w/Features 68.36% 58.84% 0.65

LSTM 67.52% 66.96% 0.66

LSTM w/Attention 62.88% 76.44% 0.66

FastText 67.61% 44.49% 0.65

BERT 71.83% 68.59% 0.73

As previously mentioned, the template-based technique proposed for travel tip extraction [23] is not applicable
for our setting, since we could not detect dominant repetitive n-gram patterns in our data. The approach proposed
by [62] is also not applicable, as we are working with product reviews rather than question-answer pairs.

5.1 Train/Test evaluation

We evaluate the algorithms over 6,118 sentences (a balanced set of 3,059 tips and 3,059 random non-tip sentences)
and divide the labeled data to a 80% train and 20% test. We perform this evaluation 50 times, each with another
random set of 3, 059 sentences from the 48,870 labeled non-tips and randomly split the 6,118 sentences to train
and test sets. As previously mentioned, our goal is to produce a small number of high-quality tips, especially
suitable for presentation on mobile devices, with limited screen space. Speciically, we aim to produce up to 5
tips per product with high precision, even at the cost of compromising some of the recall. Table 7 depicts the
average recall results of the diferent classiiers across the 50 train-test samples, while we set the desired precision
threshold to 75%, 80%, 85%, and 90%. Note that when presenting 5 tips, 80% precision yields an average of one
wrong tip per product.

As can be seen, BERT outperforms its competitors at all precision levels and achieves the best results, with
58.05% recall for 80% precision. It can also be observed that the addition of the non-textual features described
in Table 5 to the Naïve Bayes classiier does not show a substantial performance gain; we therefore did not
work with these features in the remainder of our experiments. The best performing coniguration for the BERT
classiier was with a batch size of 8, 5 epochs, and learning rate of 0.0002.
In order to further test the robustness and signiicance of the results, we preform a 5-fold cross-validation

tuning and evaluation. Similarly to previous evaluation, we used a balanced set of 3,059 tips and 3,059 random
non-tip sentences. In each iteration, 3 folds were used for training, 1 fold for hyper-parameter tuning and 1
fold for evaluation. Statistically signiicant diferences of precision, recall and area under the ROC curve (AUC)
were determined using the two-tailed approximate randomization test [46] at a 95% conidence level, with a
random sample of 10,000 permutations, following the recommendations in [17]. We apply Bonferroni correction
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for multiple comparisons. Hyper-parameter tuning was performed over the validation set, optimizing for the
precision metric. Table 8 depicts the precision, recall and AUC results over the diferent classiiers. It can be
observed that the BERT classiier outperforms its competitors by a statistically signiicant margin. Due to its high
performance, we focused on BERT in our exploration of multi-task learning approaches, as described in the next
section.

5.1.1 Multi-task learning. In addition to the regular BERT classiier, we also experiment with multi-task learning
using BERT. Multi-task learning (MTL) is based on the idea that features trained for one task can be useful for
related tasks. Multiple tasks are jointly trained by a shared model with an additional linkage between their
trainable parameters, aiming at improving the generalization error [8].

MTL can be viewed as a form of inductive transfer learning, which can help improve the model by introducing
an inductive bias. In the case of MTL, the inductive bias is provided by the auxiliary tasks, which are tasks
conducted with the objective of improving the performance of the primary task. The inductive bias leads the model
to prefer hypotheses that explain more than one task. Moreover, if the tasks share complementary information,
they act as regularizers for each other. MTL has been widely used for deep learning tasks, e.g., in natural language
processing [25, 55] and speech recognition [33].
We use the approach of MTL with hard parameter sharing, where the model includes a layer shared among

all tasks (i.e, completely share parameters between tasks), with additional task-speciic layers, that are learned
independently for each task. We learn the task of predicting whether a review sentence is a tip with the additional
auxiliary tasks that specialize on a speciic type, particularly each of the top four types listed in Table 3 (Warning,
Usage, Workaround, and Complementary Product), which cover over 76% of all the tips. Each specialized classiier
is trained to predict if the sentence its the speciic tip type. For example, the Warning classiier learns to predict
Warning sentences. Overall, the specialized classiiers may help the main task of predicting tip sentences.

Similarly to BERT, which feeds the output from the last layer into fully-connected feed-forward network,
we change the output of the last layer such that it will be fed in parallel into 3-6 fully-connected feed-forward
networks (one per task), trying to predict the output of the corresponding task independently. As mentioned
above, we repeat this evaluation for 50 iterations, each with a balanced set of 6,118 sentences that consists of the
same 3,059 labeled tips and a random set of 3,059 sentences from the 48,870 labeled non-tips. In each iteration,
the 6,118 sentences are randomly split to train and test sets. In addition to the hyper parameters tuning of BERT,
we tune the subset of auxiliary tasks considered for MTL and their weights in the loss function.

Table 9 depicts the results. Interestingly, the all-types model achieves the best performance, i.e., none of the
BERT multi-task models could outperform the regular BERT model (that include all tip types). Except the all-types
model, the best performing combinations in each precision level (marked in bold) were Warning + Workaround +
Complementary product (for precision levels of 70%, 75%, 85%), Warning + Complementary product (for precision
level of 80%) and Warning + Workaround (for precision level of 90%). It can be noted that the Usage type does
not appear in none of the best performing combinations. We assume that this is due to the fact that usage is a
broad type, hence less unique and therefore does not contribute additional performance. While the four types
cover the vast majority of the tips, there are still 24% of the tips that belong to other types, hence it is hard to
build a general model that captures all tip types using only four of them.

5.1.2 Cross-Domain evaluation. In this section, we present the results of a cross-domain evaluation, performed
over the ive domains introduced above. The idea is to train the model only on one domain and evaluate its
performance on the other four domains to examine how well it can generalize.

The evaluation includes three setups (1) one-to-one cross-domain evaluation, where we train on one domain
and test on another; (2) same-domain evaluation, where we train and test on the same domain; and (3) all-but-one
cross-domain evaluation, where we train the model on four domains and test it on the remaining ifth domain. The
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results of the evaluation (for the convenience of the presentation, we show the F1 score which is the geometric
average of precision and recall scores) is depicted in Table 10.

For the one-to-one cross-domain evaluation, the training set includes all tip sentences from the source (train)
domain and an equal number of randomly sampled non-tip sentences out of all the non-tips sentences from
the same domain, so that the set is perfectly balanced. Similarly, the test set consists of a balanced set of all tip
sentences from the test domain, and a randomly sampled non-tip sentences out of all non-tip sentences in the
same domain. The set is split into 50% validation (for hyper-parameter tuning) and 50% łpurež test (for metric
measurement).
For the same-domain evaluation (results are presented along the diagonal of 10), we use a balanced set of all

tip sentences from the domain, and an equal-size random sample of non-tip sentences (same sentences that were
sampled in the cross-domain setup for the test set). The evaluation was performed using 5-fold cross-validation
to train, tune the hyper-parameters, and evaluate the classiier. In each iteration, 3 folds were used for training,
one fold for validation, and one for test. We report the average results over the 5 test folds.
For the all-but-one cross-domain evaluation (last row of 10), we use a similar setup to the one-to-one cross-

domain evaluation. The training set consists of a balanced set of all tip sentences from the four train domains
and a random sample of equal size of non-tip sentences from each of the four domains. The test set includes all
tip sentences from the target (ifth) domain and an equal number of non-tip sentences sampled randomly, same
sample as in the one-to-one evaluation. The set is split to 50% validation (for hyper-parameter tuning) and 50%
test.

Note that we use the same test set per each domain in all the experiments. In the same-domain setup, this test
set was used for the 5-fold cross-validation.

Interestingly, for each test domain (columns in Table 10), except for Musical Instruments, the best performance
is attained in the all-but-one setting rather than using same-domain training. This result implies that the all-
but-one method has better ability to capture the diferentiating tip sentence features and generalize to other
domains. Models trained on a single domain (especially Home Improvement, Toys and Sports & Outdoors) often
demonstrated comparable performance to the all-but-one model, but the most efective source domain is not
consistent across all ive target domains. We assume that these results indicate a high variance of the products (and
hence the tips) in these domains, which helped to the generality of the model. Finally, the Musical Instruments
domain was the most unique: the all-except-one method did not performed well on this domain. These results
may stem from the fact that this domain has the smallest portion of tips (3.47% as shown in Table 2), but it could
also imply that the Musical Instruments domain has its own speciic (music related) language and unique types
of products (e.g. łThe slight diferences in tone can be easily manipulated with an EQ or just ordinary tone controls.ž
or łIndividual strings may be intonated but action is done with two nuts, IE can raise one side higher or lower but not
individual strings.ž).

5.2 Evaluation over Unseen Products from the Five Trained Domains

In order to simulate the practical use case of extracting the tips from large sets of reviews, we use the following
evaluation method. We run the BERT model on previously-unseen products from the ive domains, rank the tips
by the model’s score, and select the top 5 tips. Then, we ask our in-house annotators to manually evaluate the
generated tips. We speciically focus on popular products with many reviews, as for these we believe our method
can work well even with low recall (as we mentioned before, we do not want to compromise precision). We
check the quality for the scenario where we present to the user only a small number of tips: one, three, and ive.
This relects the business need of extracting only few, but high-quality tips, which can it within a limited user
interface space on the product page. This evaluation method also allows us to gain insights about the number of
reviews required to produce high-quality tips per each product. We start by considering all products above the
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Table 9. Recall results of multi-task BERT classifier with four most prevalent types of tips at five diferent precision levels:
70%, 75%, 80%, 85%, and 90%.

Tip Type Auxiliary Tasks
Recall@Precision=

70% 75% 80% 85% 90%

Warning + Usage 77.71% 61.93% 47.50% 28.78% 15.11%

Warning + Complementary product 80.18% 61.56% 52.46% 27.37% 14.86%

Warning + Workaround 78.44% 64.31% 49.11% 29.16% 14.79%

Usage + Complementary product 79.99% 63.44% 49.35% 26.16% 14.53%

Usage + Workaround 79.97% 67.15% 48.84% 29.82% 12.83%

Workaround + Complementary product 78.19% 62.78% 49.28% 31.20% 16.09%

Warning + Usage + Workaround 80.04% 66.35% 50.55% 30.67% 13.71%

Warning + Usage + Complementary product 79.09% 65.24% 49.76% 29.67% 15.25%

Warning + Workaround + Complementary product 80.51% 68.54% 52.29% 31.82% 15.72%

Usage + Workaround + Complementary product 79.49% 64.75% 51.11% 29.57% 14.48%

Warning + Usage + Workaround + Complementary product 78.85% 64.49% 49.79% 30.64% 15.73%

All types 82.79% 70.47% 58.05% 36.05% . 19.33%

Table 10. Cross-domain F1 score . ‘�’, ‘ℎ’, ‘�’, ‘� ’, and ‘�’ mark statistical diferences with Baby, Home Improvement, Musical
Instruments, Toys, and Sports & Outdoors, respectively. In each tested domain (column) the statistical diferences is marked
for the best two domains that achieved the highest performance compared to the other domains.

Train ↓ Test → Baby Home Improvement Musical Instruments Toys Sports & Outdoors

Baby 67.96% 68.80% 69.29% 64.30% 70.40%

Home Improvement 64.71% 71.43% 72.94%� 62.58% 71.30%���

Musical Instruments 62.41% 69.15% 72.20% 65.90% 66.56%

Toys 69.13% 72.08% 72.61%� 69.47%�ℎ� 70.20%

Sports & Outdoors 69.75%ℎ� 72.26%�� 67.59% 63.70% 67.18%

All except one 69.48%ℎ� 73.05%�� 70.42% 72.83%�ℎ�� 72.73%���

Table 11. Reviews per product by percentile and average.

Domain 10th 30th 50th 70th 90th Average

Baby 5 6 9 13 29 22.81

Home Improvement 5 7 11 19 49 13.16

Musical Instruments 5 6 9 14 31 11.40

Sports & Outdoors 5 6 8 12 25 16.14

Toys 5 6 8 10 20 14.06

90th percentile according to their number of reviews in each of the ive domains (Table 11 presents the statistics
of review number per product). Then, we randomly sample 50 products from each domain and apply the BERT
classiier on all review sentences of these products. Finally, we present the top sentences (ordered by classiication
score) and ask the annotators to evaluate if they are tips. Each sentence is reviewed by two annotators and
considered as a tip only if both agree on it. The results of the top 1, 3, and 5 sentences are depicted in Table 12.
Inspecting precision@1 (i.e., the portion of sentences with highest classiication score that are deemed as tips),
Home Improvement demonstrates the highest performance with a perfect 100%, followed by Baby and Sports
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Table 12. Precision of top-k predicted sentences by BERT.

Domain Top 1 Top 3 Top 5

Baby 98.00% 96.00% 97.20%

Home Improvement 100.00% 96.00% 92.80%

Musical Instruments 90.00% 84.33% 80.40%

Sports & Outdoors 98.00% 95.33% 94.00%

Toys 94.00% 90.67% 89.20%

Table 13. Examples of automatically-extracted tips.

Domain Product Tip Tip Type

Baby
SoundSpa On-The-Go White Noise
Machine

Be prepared to purchase a battery charger for AAA NiMH
batteries if you want to run this thing every night.

Complemen-
tary product

Baby
Safety 1st Simple Step Diapering
Disposal System

Be aware though, that if you are using a reusable liner, the
mechanism for the foot pedal/opening the lid does not operate
that great.

Warning

Baby
HALO Early Walker Sleepsack
Wearable Blanket

However, you need to keep in mind that the feet at the bottom
are not designed for running around playing really but more for
sleeping in.

Usage

Home Improvement
PORTER-CABLE 7-Amp Plate Joiner
Kit

If you keep your ingers above and on the opposite side of the
board, there is no danger.

Warning

Home Improvement 8-LED Motion-sensing Night Light
If installing lat (like on a ceiling or under a shelf) the adhesive
tape won’t hold the weight of the unit with batteries .. you will
have to use the mounting screws.

Workaround

Home Improvement
Culligan FM-15A Faucet Mount
Advanced Filter

If you tighten the cartridge too tight it leaks. Warning

Musical Instruments
Fender 351 Shape Premium Picks for
Electric Guitar

Celluloid is highly lammable, so be aware of that if you smoke
(I don’t).

Warning

Musical Instruments
Dunlop Acoustic Trigger Gold Guitar
Capo

Be careful about using capos like this, because if you’re using a
ine guitar, it may damage the inish.

Maintenance

Musical Instruments
String Swing Metal Home & Studio
Wide Guitar Hanger

The yoke width is adjustable, and a combination of slope and
two keeper rings prevent the instrument from coming of the
holder.

Usage

Sports & Outdoors
Manduka PRO Eco Friendly Yoga Mat -
6mm Thick Mat

If you do ind the mat is becoming sticky, use a Manduka Mat
Renew or any non-solvent household cleaner and a damp cloth
or sponge.

Maintenance

Sports & Outdoors
Invicta Men’s Pro Diver Stainless Steel
Watch

The directions that come with the watch are not very helpful
and do not indicate that you have to unscrew the stem in a
counterclockwise direction to pull it out to set the time and
date.

First time use

Sports & Outdoors
Park Tool CT-5 Mini Chain Brute
Bicycle Chain Tool

Be sure to read the directions as placing the chain in the wrong
slot to break it or re-unite the chain can bend the links out of
shape.

Warning

Toys
Crayola 48 Count Washable Sidewalk
Chalk

To remove, wash surface with water pressure from garden hose. Maintenance

Toys Pretend & Play Teaching Cash Register
Take out one or two of the screws that hold that transparent
piece of plastic to the top of the cash drawer.

First time use

Toys Melissa & Doug Shapes Chunky Puzzle
They could also be used for tracing with paper and a
crayon/marker.

Alternative use
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Table 14. Precision of top-k predicted sentences by BERT on new unseen domains (domains that were not included in the
training phase).

Domain Top 1 Top 3 Top 5

Automotive 94.00% 90.67% 86.80%

Cellphones 90.00% 84.00% 80.40%

Electronics 90.00% 89.33% 88.00%

Fashion 90.00% 82.67% 75.20%

Health 94.00% 88.00% 82.80%

& Outdoors domains that attain a high 98%, and Toys with 94%. The lowest precision@1 is yielded for Musical
Instruments, with 90%. Precision remains high in the Baby, Home Improvement and Sports & Outdoors domains
for the top 3 and top 5. For Toys, it is down to around 90% for the top 3 and top 5. For Musical Instruments,
the sharpest drop is recorded, down to around 84% for the top 3 and 80% for the top 5. These results show that
our method can produce top tips at high precision: the precision@1, precision@3, and precision@5 across the
ive domains are 96%, 92.47%, and 90.75%, respectively. The Baby, Home Improvement, and Sports & Outdoors
domains include relatively higher portion of tips within their reviews (Table 2) and yield the highest tip precision
(Table 12), implying they are especially suitable for tip extraction. Table 13 presents examples of extracted tips,
including the product’s domain, title, and tip’s type.

5.3 Evaluation over Unseen Products from New Domains

To test the generalization of our approach and its applicability to other domains using the same training data,
we trained our model on all the tagged data from the ive domains mentioned above and applied them on ive
new (previously-unseen) e-commerce domains: Automotive, Cellphones, Electronics, Fashion, and Health, using
the same evaluation technique as in Section 5.2. The results of Precision at the top 1, 3, and 5 sentences are
depicted in Table 14. Inspecting the top 1 tip, the best performing domains were Automotive and Health with
94% precision. The other three domains achieved 90% precision. The Electronics domain was stable around 90%
also in top 3 and top 5, in contrast to the Cellphones domain which perform substantially worse (84% in top 3
and 80.4% in top 5). After an error analysis for the latter domain, we found that the tips are often longer and
consists of several sentences, which were successfully detected by the model. However, since we evaluated only
one sentence per tip, most of the tips were hard to understand without the surrounding context while presented
standalone, and hence achieved lower performance.
The biggest drop was in the Fashion domain (82.67% in top 3 and 75.2% in top 5). We conjecture that the

relatively low performance in the Fashion domain is due to the fact that the domain contains many tips of type
Size (e.g., łFits true to your normal size, so don’t order up.ž for a Maternity Belly Band and łIf you wear size large,
purchase size XL.ž for Womens Stretch Cotton Yoga Pants), speciically 34.4% of the total number of tips, compared
to only 5.49% in the original set of domains (as mentioned in Table 3), hence it is harder for the general purpose
model to recognize those speciic tips.

The Health domain also exhibited a drop between the top 1, to the top 3, and to the top 5. Ultimately, for top 5,
the best performing domain is Electronics, followed by Automotive. Overall, we see that cross-domain learning
works even for previously-unseen domains. This indings is consistent across 5 diferent unseen domains, with
precision equal or greater than 90% precision for the top 1 tip, and between 75% and 88% for the top 5 tips. Note
that despite the rather good performance of the model in the Health domain (and existence of quite big amount of
tips), this domain may be somewhat problematic for our application due to its sensitivity. For instance, consider
the following tip extracted for Melatonin Tablets: łDo not use this as a replacement for visiting your doctor, but it is
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Table 15. Examples of automatically-extracted tips from unseen domains.

Domain Product Tip Tip Type

Automotive
Zwipes Microiber Wale Weave
Kitchen Dish Towel

A word of caution, though - the color bleeds when washing
quite a bit at irst, so I suggest washing them in the sink the
irst couple of times.

Warning

Automotive
Griot’s Garage 11023 Ultra-Thick
Microiber Towel

To get the most out of your towel, be sure to not use fabric
softener when you wash it (true of any towel), and don’t use it
on anything that might have any grease or oil (it will
permanently reduce the towel’s absorbency, also something
that is true of all towels).

Maintenance

Automotive
Camco RV Vent Insulator And Skylight
Cover with Relective Surface, Fits
Standard 14" RV Vents (45192)

Be sure to crack open the vent a little (1/4") to allow hot air to
escape, as the foil relects the sun back under the inside the
vent, much like a greenhouse and it may warp or damage the
plastic vent.

Warning

Electronics
NETGEAR GS108NA ProSafe 8-Port
Gigabit Ethernet Desktop Switch

Please note that this device does require it’s own power source,
so you’ll need a wall outlet or a power strip wherever you
intend to install it.

Complemen-
tary product

Electronics
Logitech Squeezebox Boom All-in-One
Network Music Player / Wi-Fi Internet
Radio

Be sure the battery is fully charged when you start, and
disconnect the battery when its output drops by a volt (down to
11.6 volts); this will usually take a couple of hours.

First time use

Electronics
Logitech Z-5500 THX-Certiied 5.1
Digital Surround Sound Speaker
System

Just keep in mind it needs AIR, to cool itself so don’t pile stuf
all over and block the air low around the heat sink, you’ll just
cook and kill it!

Warning

Cellphones
Generiks TM iPhone 4 / 4S *CLEAR*
Screen Protectors

If you do get dust trapped underneath then lift it up with a
piece of scotch tape and insert another piece of scotch tape to
stick the dust particles.

Workaround

Cellphones
Jabra HALO2 Wireless Bluetooth
Stereo Headset, Black

Close head phones up when done to avoid draining battery as
battery life is about 6 hours.

Usage

Cellphones
TYLT TUNZ Rechargeable Bluetooth
Speaker with NFC

Note that the internal battery is 2800 mAh in size, and you can
only charge an attached device until the internal battery is half
empty.

Usage

Health Abreva Cream Tube 2gm
I suggest that you do not apply it directly to the sore this may
contaminate the tube.

Usage

Health
Afrin PureSea Medium Stream,
4-Ounce Bottles

One word of warning: When you put the top on the bottle,
don’t press down too hard as this is what releases the luid from
the bottle.

Warning

Health
Old Spice Deodorant High Endurance,
Smooth Blast 3.25-Ounce Sticks

*Disclaimer* careful if you wear white t-shirts as the blue color
of this deodorant does come of sometimes onto the shirt.

Warning

Fashion
Dockers Men’s Jean Cut Straight-Fit
Pant

You may want to think about adding an inch to the waist from
what you normally wear.

Size

Fashion Clarks Women’s Wave Trek Sneaker
Because they are a waterproofed suede leather, the leather does
not stretch as easily as other shoes, so be sure to take time to
get used to them, before wearing for a long term.

First time use

Fashion
Champion Men’s Tech Performance
Long Boxer Brief, Pack of 2

Another important care tip is to make sure you wash these
separately, in the gentle cycle.

Maintenance

good enough for a general sense of your vitals between visits.ž. This example includes a medical advice extracted
from a review that was possibly written by a non-expert and hence should not necessarily be trusted.
Table 15 depicts the examples of the extracted tips (3 examples per each domain). Note that even though the

model was trained on completely diferent domains, it was general enough to ind good tips in the new unseen
domains. Nevertheless, there was a diference in the performance across the domains, since some domains are
broader and contain a wide spectrum of tip types, while other domains include only speciic tip types which are
less popular in the broader domains (e.g., Size type in Fashion).
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Table 16. Precision of top-k predicted sentences by BERT on eBay domains.

Domain Top 1 Top 3 Top 5

Shoes 86.00% 85.33% 81.60%

Watches 96.00% 87.33% 86.40%

5.4 Evaluation over eBay Products

To further explore the generality of our approach, we want to assess if our indings can be expanded to other
e-commerce platforms. Speciically, after training the tips model on the 5 domains from a publicly available
reviews dataset, we set out to evaluate it over eBay, one of the largest e-commerce marketplaces. As opposed to
other leading e-commerce platforms, such as Amazon and Walmart, eBay’s łirst-classž entity is a listed item
(‘listing’) ofered for sale by a speciic seller, rather than a catalog product. The catalog products are created by
matching listings to existing products and creating new products for unmatched listings. The product notion
is therefore somewhat weaker, and the results returned by eBay’s main search engine are listings rather than
products. Having said all that, product pages, which include customer reviews, still play a key role in the overall
user experience on eBay. Our experiments focus on two diferent domains, which have been especially popular
on the platform during 2020 and 2021: Shoes and Watches. These domains are somewhat narrower than the ive
domains used for training and evaluation of our model, as described in the previous section. These diferences
allow us to examine the generalizability of our approach even further. We note that the Shoes and Watches
domain are diferent in their properties. The popular products (exact deinition is given below) in the Watches
domain have twice6 the number of reviews compared to the popular products in the Shoes domain. Moreover,
the reviews in the Shoes domain are shorter than the reviews in the Watches domain (average of 16.27 vs 20.23
words per review and median of 9 vs 11 words per review, respectively).

Similarly to the method described in Section 5.3 we consider the most popular products (products in the 90th
percentile according to their number of reviews). Then, we randomly sample 50 products from each domain and
apply the BERT classiier on all the review sentences of these products. Finally, we order the sentences by the
classiication score, present the top 5 and ask the annotators to evaluate if they are tips. As previously mentioned,
each sentence is reviewed by two annotators and considered as a tip only if both agree on it. The results of the
top 1, 3, and 5 sentences are depicted in Table 16. Generally, the results are comparable to these reported for
other domains (Table 14), indicating our model can generalize to new e-commerce platforms, while maintaining
good precision (over 80% for the top 5 tips). Across all the top-k values, but especially for the top 1, the model
performed much better on the Watches domain than the Shoes domain. We conjecture that due to the fact that the
Watches domain have on average more reviews per product and longer reviews compared to the Shoes domain,
the probability to ind a tip sentence in their reviews is greater. Interestingly, while performing error analysis for
the results, we identiied a noticeable diference from the results of the ive domains from the public dataset: most
of the wrongly identiied tips in the eBay reviews data were seller-related. As explained above, since the notion
of a listing by a speciic seller is strong on eBay, the reviews also contain feedback about the seller, such as the
shipping time, responsiveness, money-back policy, price, and so forth. We therefore hypothesize that adding to
the training process eBay speciic data can further improve the model performance and its overall generalizability.
Nonetheless, the high performance results, especially for the Watches domain, indicate that there are common
characteristics to the language of e-commerce reviews and tip expression across diferent e-commerce platforms.
Table 17 presents examples from the tips extracted using our model for the Shoes and Watches domains on eBay.

6We omit the exact number due to business sensitivity
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Table 17. Examples of automatically-extracted tips in eBay.

Domain Product Tip Tip Type

Shoes
FILA Mens WeatherTec Black Boot 10
Men US

I should add that you need to have a good heavy winter sock on
for all day comfort, I use an extra heavy all wool hunting sock.

Complemen-
tary product

Shoes
Dearfoams Women’s Velour Ballerina
Slippers Large Pewter

This is one of the best styles, you can wash them in the
washing machine and put them in the dryer for a couple
minutesś leaving them out overnight to inish drying safely.

Maintenance

Shoes
Women Casual Straps Warm Plush
Lining Mid Calf Snow Boots

Deinitely order at least one size larger than you’d normally
wear as they run small.

Size

Shoes PUMA Redon Move Black White
Only drawbacks to look out for are that these shoes are
extremely narrow.

Warning

Shoes Specialized Comp Road Shoe Black/red
In order to anchor your heel down and back, you need to crank
the BOA system which is harder than the ratchet system.

Workaround

Watches
Casio Classic A158WA-1DF Wrist
Watch for Men - Silver

It’s nice and comfortable its good on men but girls might have
to remove some links to it.

Size

Watches
Casio Waveceptor WV58A-1AV Wrist
Watch for Men

One trick I found is to remove the band and the back cover to
remove the battery, but usually it just needs to be lifted to
disconnect it and cause the watch to reboot.

Workaround

Watches
Citizen Eco-Drive BJ8050-08E Wrist
Watch for Men

The only other problem is that you need adapters to change the
strap.

Complemen-
tary product

Watches
Casio Waveceptor WV58DA-1AV Wrist
Watch for Men

Have to manually reset it to the correct time. First time use

Watches
Citizen Eco-Drive JY0000-53E Wrist
Watch for Men

You just need to make sure it’s exposed to the Sun from time to
time.

Usage

BERT was the best performing method in all of our evaluations, in particular for the unseen domains (from
various e-commerce platforms) and the cross-domain evaluation. We conjecture that BERT outperformed its
competitors due to its ability to learn implicit representations that capture a variety of linguistics characteristics.
Our analysis indeed shows that there are domain-agnostic characteristics of tip sentences, such as the use of
second person pronoun and special phrases typical of advice. In addition, since BERT can be pre-trained over a
large corpus and then ine-tuned using small data for a speciic task, it can efectively generalize to new domains.

5.5 Limitations

The main limitation in the described approach is the low recall. In addition, tip sentences are scarce. Particularly,
every 22 review sentences contain only one tip sentence, on average. Even after applying the rule-based iltering, a
tip appears every 17 review sentences, or every 4-5 reviews on average. These two limitations make our approach
applicable to products that have accumulated a large number of reviews. Having said that, popular products are
broadly exposed, and so their efect on a large number of users can be high and henceforth pave the way for tips
receiving more prominence on e-commerce platforms.
Another limitation is the potential repetition of tips extracted for a given product. As the number of desired

tips per product grows, diversiication should be applied to avoid redundant tips. For example, the following
usage tips, łTo remove the marker designs from the screen you need to use a damp cloth then allow to completely dry
- just a bit of a painž and łTo clean the screen of, you just run a damp paper towel or cloth over the screenž, were
generated for the same Widescreen Light Designer. Semantic similarity can be used to cluster similar tips, so
that the inal list is diverse. The clusters’ size can also assist in selecting the top tips to be presented. Such an
approach was found productive in previous work on product description generation from reviews [47] and can
be similarly applied in our case.
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Fig. 2. Visionary UI that demonstrates usage of a tip along with product title, atributes, description and image.

6 APPLICABILITY IN REAL-WORLD PLATFORMS

In this section, we focus on the applicability of our approach in real-world e-commerce platforms. First, we
discuss potential applications of the proposed method for both sellers and buyers. Second, we present a user study
with 10 experienced shoppers, designed to assess the efect of tip presentation on product pages on potential
buyers’ experience.

6.1 Potential Applications

Tips generated from user reviews can be integrated in various use cases within e-commerce platforms, both for
buyers and sellers.

Tips’ applications for buyers. The tips can be presented for buyers as part of the product page or for certain
search results. In both cases the presented tips can support the purchase decision (e.g., Size, Complementary
product, Warning tip types) or provide additional useful information to an already purchased product (e.g., First
time use, Maintenance, Workaround tip types). Figure 2 depicts a visionary user interface of a product page
that presents tips. The UI contains the regular product information, such as its title, image, description and
attributes together with a newly added section that contains a tip automatically extracted from the reviews.
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The number of tips may change, e.g., only one tip will be presented for users who browse using mobile devices
and up to 5 tips for web browser users. As already mentioned, another potential use case is showing the tips
on the search results page [15, 27, 56]. For example, when a user searches for running shoes, we can show
the Size tips (e.g., łI suggest to purchase one size larger than usual cause they are smallž) or Complementary
product tips (e.g., łBuy extra batteries if you want to use them oftenž). Such tips may help customers make
more informed purchase decision and reduce return rates [52, 59, 70]. Moreover, the tips can be also used for
diversiied recommendations, e.g., the Alternative use tips can expose buyers to diferent types of product and
avoid łmore-of-the-samež recommendations. This may increase the satisfaction and engagement of the buyers
and encourage them to return to the platform for their next online shopping. Another signiicant reason to return
to the platform after the purchase may be the łafter purchasež tips. In this list, buyers can view their purchased
products together with the relevant First time use, Maintenance, Workaround and Alternative use tips.
Tips’ applications for sellers. Sellers can also beneit from the extracted tips. First, sellers may consider

selling products suggested in the Complementary Product tips, as separate products or by composing a bundle and
/or lot [38, 60] (e.g., batteries, chargers, and additional accessories). Other types of tips such as Size, Alternative
Use and Workaround may help sellers better describe their products, provide additional useful information and
gain more trust from the potential buyers. Warning tips may help the sellers to avoid ofering dangerous products
or suggesting risky products to the wrong population, e.g., a toy with small pieces to a baby. The platform may
also suggest sellers to print the First time use tips on the package as a nice service for buyers who are about to
use for irst time. Since the tips are generated automatically, the platform should notify the sellers about newly
added tips to the product they ofer for sale. The seller should be able to see all the tips for each of their products
in one place and the suggested action items as described above (e.g., printing instructions for irst time use, state
the warnings upfront, or better describe their products in terms of size, maintenance, population segment, and
alternative uses).

In summary, automatically-extracted tips can be useful for both buyers and sellers in online marketplaces and
their real world uses should be further explored on diferent e-commerce platforms.

6.2 User Study

In order to examine the efect of our extracted tips in a real-world scenario, we designed a user study that
compares product presentation with and without tips. We examined tips extracted from products in the following
ive domains : Baby, Home Improvement, Musical Instruments, Sports & Outdoors, and Toys. The goal of the
study was to evaluate the usefulness of showing tips on product pages and get a sense of the potential impact of
tip presentation on buyers’ experience and purchase decision. The study included 10 participants (6 female and 4
male, with ages ranging between 24 and 41), who were experienced online shoppers, i.e., each of them performed
at least ive online purchases during the last quarter of 2021. The study compared the efect of the presentation
of products with tips (actual tips extracted using our method), to the presentation of products without tips. It
included 25 randomly selected products (5 from each domain) that were presented to all of the participants. For
each of the products, we extracted the top tip from its corresponding reviews using our previously described
method. Each product was presented to half of the participants with the tip and to the other half without a tip.
For each participant, half of the products (12 or 13) were presented with a tip and the other half without a tip.
The order of the products was randomized per participant.

In the study, the products were presented to the participants using the user interface shown in Figure 2.
Speciically, for each product, we presented the product’s title, image, description, and attributes. As explained
above, in half of the cases the product also included an automatically extracted tip, which was presented under
the łTip from our customersž section. In order to examine the efect of tip presentation, the participants were
asked to answer two questions: łDo you ind this product attractive?ž and łWould you consider to buy this product?ž.
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Table 18. Rating results for the question łDo you find this product atractive?ž. Boldfaced average ratings are significantly
higher based on a one-tailed paired t-test with �<.01.

Domain
Average Rating % Rated 5

With tips Without tips With tips Without tips

Baby 4.56 3.88 60% 20%

Home Improvement 4.80 3.80 80% 28%

Musical Instruments 4.40 4.04 56% 20%

Sports & Outdoors 4.56 3.88 68% 12%

Toys 4.64 4.12 76% 24%

All 4.59 3.94 68% 20.8%

Table 19. Rating results for the question łWould you consider to buy this product?ž. Boldfaced average ratings are significantly
higher based on a one-tailed paired t-test with �<.01.

Domain
Average Rating % Rated 5

With tips Without tips With tips Without tips

Baby 3.96 3.48 16% 16%

Home Improvement 3.88 3.20 8% 4%

Musical Instruments 3.80 3.64 20% 16%

Sports & Outdoors 3.72 3.36 12% 4%

Toys 3.96 3.44 32% 12%

All 3.86 3.42 17.6% 10.4%

Participants were asked to rate their answers to both question on a 5-point Likert scale, with 1 representing łnot
at allž and 5 representing łvery muchž. We did not disclose to the participants the topic of the study.
Tables 18 and 19 show the rating results for both questions in our user study. For each question, the average

rating and the portion of 5 ratings out of all ratings are shown across all products presented with a tip versus
all products presented without a tip. This comparison is shown for each of the ive domains and in total, across
all ive domains. In general, as could be expected, the ratings for the irst question (product attractiveness) are
substantially higher than for the second question (consider buying).

Inspecting the average rating results in Tables 18 and 19, a consistent trend can be observed, where products
presented with a tip receive higher average ratings than products presented without a tip. For the product
attractiveness question, all diferences are signiicant, while for the consider-buying question, they are signiicant
for 3 of the 5 domains. For both questions, the largest rating diference in favor of products with tips can be
observed for the Home Improvement domain, while the smallest gap can be observed for the Musical Instruments
domain. This is consistent with our indings when evaluating the quality of tips, presented in Section 5, which
indicated that the top tip is of highest precision for Home Improvement and of lowest precision for Musical
Instruments (see particularly Table 12).
Examining the portion of products rated 5 indicates similar trends. For the product attractiveness question,

large gaps can be observed across all ive domains, as products presented with tips receive much more often the
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highest attractiveness rating. Noticeably, the smaller gap is attained for the Musical Instruments domain compared
to all other domains, consistent with the generally lower quality of tips for this domain. For the consider-buying
question, the portions of products rated 5 are generally low and likely afected by participants’ speciic interests
and needs (e.g., baby products are especially relevant to young parents, sports products are relevant to those
practicing particular activities). The total diference across all domains in this case is still considerable between
products presented with tips (17.6% rated 5) compared to products presented without tips (10.4%), but the gaps
vary substantially across domains.

Overall, the results of our user study suggest that the presentation of a tip as part of the product page has a
signiicant efect on whether potential buyers perceive the product as attractive and would consider buying it.
These results are consistent across all inspected e-commerce domains and are more signiicant for domains for
which higher quality tips could be extracted. Future work should experiment with in-vivo presentation of tips on
product pages in e-commerce platforms to validate the indings presented in our study.

7 CONCLUSION AND FUTURE WORK

In this work, we propose a tip extraction method from product reviews. We train various models on ive domains
that naturally contain useful and non-trivial tips across the reviews and are likely to be beneicial for potential
customers.
We formally deine the task of tip extraction in e-commerce by providing the list of tip types, tip timing

(before and/or after the purchase), and connection to the surrounding context sentences. We evaluate diferent
approaches of supervised tip extraction that are trained on labeled data from 14,000 product reviews. Tips are
labeled using a dedicated tool and released for public use, as part of a dataset’s extension. In addition, we use a
variety of evaluation methods on several domains that include, among others, cross-domain and cross-platform
experimental study to show the robustness of our approach.

For the evaluation of the ive domains that contain labeled data, the best performing method, BERT, achieves
recall of 58.05% at 80% precision on a balanced test set. Moreover, when the method is applied to unseen products,
the precision@1 is 90% for the lowest domain (Musical Instruments) and 100% for the highest (Home Improvement).
Precision@5 is 80.4% for the lowest domain (Musical Instruments) and 97.2% for the highest (Baby). Our method
is not speciic to any of the ive domains and can therefore be potentially applicable to other e-commerce areas.
For the ive additional (unseen) domains from the same e-commerce platform the lowest precision@1 (90%)
was achieved in Cellphones, Electronics, Fashion domains while the highest precision@1 (94%) was achieved in
Automotive and Health domains. For the two additional domains from another platform, the Watches domain
outperformed Shoes domain in both precision@1, precision@3 and precision@5 (96%, 87.33% and 86.4% vs
86%, 85.33% and 81.6% respectively). The performance of the model over the unseen domains (both from the
same and from the diferent platforms) clearly shows the ability of the model to generalize. Hence, acquiring
training data for a new domain is not necessarily required due to these promising results demonstrated on
the unseen domains. Moreover, since labeled data is a costly resource, this outcome is speciically important
for large e-commerce platforms that support thousands of diferent categories [2]. Finally, we provide various
types of potential applications of the proposed method for the e-commerce platforms. These application would
improve both buyers and sellers experience in the platform. We demonstrate a visionary user interface for one of
such applications and discuss the other possible usages in details. Our small-scale user study indicates that a
presentation of a tip as part of the product’s page can have a signiicant efect on its attractiveness to potential
buyers, as well as their decision whether to purchase the product.
For future work, we plan to focus on ive main directions. Currently, we focus on extracting single-sentence

tips, but as discussed in Section 3, over 25% of the tips can be extended to include adjacent sentences; hence,
extending our approach to support multi-sentence tips is a key direction. Second, we plan to explore abstractive
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approaches that combine content from diferent sentences and adapt them [21, 42]. This can help increase the
number of extracted tips and also deal with sentences that contain irrelevant information in addition to the tips.
Third, tip diversiication is an important step in providing multiple useful and non-repetitive tips. Fourth, we
plan to investigate how to elevate characteristics speciic to diferent tip types in order to improve the overall tip
extraction quality. Finally, implementing the proposed applications on the e-commerce platform and studying its
efect on user behavior is another intriguing research direction.
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