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ABSTRACT
As key decisions are often made based on information contained in a database, it is important for the database to be as complete and correct as possible. For this reason, many data cleaning tools have been developed to automatically resolve inconsistencies in databases. However, data cleaning tools provide only best-effort results and usually cannot eradicate all errors that may exist in a database. Even more importantly, existing data cleaning tools do not typically address the problem of determining what information is missing from a database.

To overcome the limitations of existing data cleaning techniques, we present QOCO, a novel query-oriented system for cleaning data with oracles. Under this framework, incorrect (resp. missing) tuples are removed from (added to) the result of a query through edits that are applied to the underlying database, where the edits are derived by interacting with domain experts which we model as oracle crowds. We show that the problem of determining minimal interactions with oracle crowds to derive database edits for removing (adding) incorrect (missing) tuples to the result of a query is NP-hard in general and present heuristic algorithms that interact with oracle crowds. Finally, we implement our algorithms in our prototype system QOCO and show that it is effective and efficient through a comprehensive suite of experiments.

1. INTRODUCTION
Databases are accessed for the information they contain and key decisions are often made based on the results that are returned. Regardless of the query interface that is provided for accessing information (e.g., free-text search in an internet bookstore or form-based filters for choosing travel destinations in travel agency website), users naturally expect to obtain correct and complete results to a query that is posed against the database. In practice, however, the expectation of always obtaining correct and complete results is difficult to realize since many of the databases are constructed by (semi-)automatically aggregated data from different sources and are likely to contain some inaccuracies and inconsistencies even if individual sources are free of errors.

Even though data cleaning is a long standing problem that has attracted significant research efforts (e.g., see [20, 28, 52]) for a number of years, the state-of-the-art data cleaning techniques that have been developed cannot usually eradicate all errors in a database. YAGO [57] ontology is one such example of a database that was built by automatically extracted data from Wikipedia and other sources. Data cleaning techniques have been applied to the YAGO dataset and achieved an accuracy of about 95%, namely leaving 5% still erroneous [57]. Even highly curated databases [7] (i.e., databases that were constructed through extensive human effort of verifying and aggregating existing sources) such as Uniprot [60] and the CIA world fact book [13] are unlikely to be completely void of errors. At the same time, the sheer volume of such databases also makes it impossible to manually examine each piece of data for its correctness. Even more importantly, existing data cleaning tools do not usually address the problem of determining what information is missing from a database.

To complement the efforts and overcome the limitations of existing data cleaning techniques, we propose a novel query-oriented data cleaning approach with oracle crowds. In our framework, materialized views (i.e., views which are defined through user queries) are used as a trigger for identifying incorrect or missing information. Our premise is that users’ queries (and their corresponding materialized views) provide relevant and focussed perspectives of the underlying database and hence, facilitates the discovery of errors. If an error (i.e., a wrong tuple or missing tuple) in the materialized view is detected, our system will interact minimally with a crowd of oracles by asking only pertinent questions. Given a view, we assume the crowd are relevant domain experts (hence, the name “oracle crowds”) who are likely to answer questions posed by our system correctly. The answers to the questions will help to identify how to clean the underlying database in order to correct the error in the materialized view. More precisely, the answers to a question will help to identify the next pertinent questions to ask and ultimately, a sequence of edits is derived and applied to the underlying database. The edits will bring the database closer to the state of the ground truth and, at the same time, correct the error in the materialized view. As we will describe, our algorithms effectively prune the search space and minimize the amount of interaction with the crowd while, at the same time, maximize the potential “cleaning benefit” derived from the oracles’ answers.

Our algorithms are implemented in QOCO system. We emphasize that even though QOCO can be used as a standalone system for data cleaning, it can also be used to complement existing data cleaning techniques. Specifically, after the data is cleaned with traditional techniques, QOCO can be activated to monitor the views that are served to users/applications. Whenever an error is reported
QOCO could ask the crowd whether Spain is in Europe, or if the tuples representing the World Cup finals in 1978, 1994, 1998, or 2010 are correct. Similarly, QOCO could ask the crowd whether there are tuples missing from the query result. Their replies would help QOCO correct the database.

In this simple example, it happens that there is a small number of tuples to verify for its correctness and hence, one or two questions would suffice. However, in general, the space of potential fixes may be large, and hence examining all of them may be prohibitively expensive. Our system employs an efficient novel algorithm to effectively prune the search space by carefully considering the order in which tuples should be examined. This way, the cleaning process is accelerated and the number of crowd questions is minimized.

**Contributions.** This paper makes the following contributions:

1. We formulate and present a novel query-oriented framework for data cleaning with oracle crowds. Under this framework, an incorrect (resp. missing) answer is removed from (added to) the result of a query through edits that are derived and applied to the underlying database. These edits are derived by heuristically interacting with crowd oracles.

2. To assess the difficulty of the problem we first study two important special cases; determine the minimal interactions needed to derive a set of database edits to remove a tuple from a view, and resp. add a tuple to the view. We show that these problems are NP-hard to solve even in these special settings.

3. We present heuristic algorithms for these special cases and show how these algorithms can be combined to arrive at a solution for the general query-oriented approach to data cleaning. Our algorithm for answer removal uses a greedy approach that is repeatedly applied until the right sequence of database edits can be completely determined. Our algorithm for answer addition exploits the fact that typically most relevant data does reside in the database. It greedily splits the query to identify, with the help of the crowd, where data is missing. To highlight the key ingredients of our solution we first consider a simplified setting using a single oracle who always answers correctly, then adapt the algorithm to support scenarios where there may be multiple crowd members who may not always provide correct answers.

4. We have implemented our solution in the QOCO prototype system and applied it on real use cases, demonstrating the efficiency of our query-oriented, oracle-based approach. We performed experimental evaluations on real datasets with both real and simulated crowd, that showed how our algorithms consistently outperformed alternative baseline algorithms, and effectively cleaned the data while asking fewer questions.

**Outline of paper.** Section 2 contains our preliminaries. We formalize and present our model and basic architecture in Section 3. Sections 4 and 5 examine two special cases of the query-oriented data cleaning problem, where hardness results along with heuristic algorithms are presented. The general algorithms is then presented in Section 6. The implementation of QOCO prototype system, as well as experimental results, are described in Section 7. Related work is in Section 8, and we conclude in Section 9.

## 2. PRELIMINARIES

**Database and Queries** We assume a relational schema \( S \) to be a finite set \( \{R_1, \ldots, R_m\} \) of relational symbols, each with a fixed arity. A database instance \( D \) of \( S \) is a set \( \{D_1, \ldots, D_m\} \), where \( D_i \) is a finite relation of the same arity as \( R_i \). We use \( R_i \) to denote
both the relation symbol and the relation $R^D$ that interprets it. We refer to a tuple $t$ of a relation $R$ or a fact $R(t)$ interchangeably.

Let $\mathcal{V}$ be a fixed set of variables and $\mathcal{C}$ be a fixed set of constants called the underlying vocabulary. A query $Q$ over a relational schema $S$ is an expression of the form

$$\text{Ans}(\vec{u}_0) : R_1(\vec{u}_1), ..., R_n(\vec{u}_n), E_1, ..., E_m,$$

where

- $R_1, ..., R_n$ are relation symbols in $S$, $\text{Ans}$ is a relation symbol not in $S$,
- $\vec{u}_i$ is a vector $(l_1, ..., l_k)$, where $\forall j \in \{1, ..., k\}$, we have $l_j \in \mathcal{V} \cup \mathcal{C}$ and $k$ is the arity of $R_i$,
- $E_i$ is an expression of the form $l_j \neq l_k$, where $l_j \in \mathcal{V}$ and $l_k \in \mathcal{V} \cup \mathcal{C}$, and $l_j$ (resp. $l_k$) occurs in some $R_i(\vec{u}_i)$,
- for every $l \in \vec{u}_0$, there exists some $0 < i$ such that $l \in \vec{u}_i$.

In other words, $Q$ is a conjunctive query with inequalities. $\text{Ans}(\vec{u}_0)$ is the head of $Q$, denoted by $\text{head}(Q)$. The set $R_1(\vec{u}_1), ..., R_n(\vec{u}_n), E_1, ..., E_m$ is the body of $Q$, denoted by $\text{body}(Q)$. We will omit $\text{Ans}$ and simply write $(\vec{u}_0)$ for $\text{head}(Q)$. The variables and constants in $\text{body}(Q)$ are denoted by $\text{Var}(Q)$ and $\text{Const}(Q)$, respectively. Our results in this paper extend to unions of conjunctive queries with inequalities. However, for simplicity, we will only describe our results for conjunctive queries without inequalities.

**Example 2.1.** Consider again query $Q_1$ that finds the European teams that won the World Cup at least twice; i.e.,

$$\text{Games}(d_1, x, y, \text{Final}, u_1), \text{Games}(d_2, z, z, \text{Final}, u_2), \text{Teams}(x, \text{EU}); \ d_1 \neq d_2.$$  

Let $\text{Var}(Q_1) = \{d_1, d_2, x, y, u_1, u_2\}$ and $\text{Const}(Q_1) = \{\text{Final}, \text{EU}\}$. The result, $Q_1(D)$, contains two answers $\{(\text{GER}, \text{ESP})\}$.

**Assignments and Results** An assignment $\alpha : \text{Var}(Q) \rightarrow \mathcal{C}$ for a query $Q$ is a mapping from the variables of $Q$ to constants. An assignment for $Q$ is valid w.r.t. database $D$ if for every relational atom $R(\vec{u})$ in $\text{body}(Q)$, it is the case that $\text{R}(\alpha(\vec{u}))$ is a fact in $D$ and for every inequality atom $E$ in $\text{body}(Q)$, $\alpha(E)$ is true.

A partial assignment for $Q$ is an assignment which may not be total. We say a partial assignment $\alpha$ for $Q$ is satisfiable w.r.t. $D$ if there is an extension of $\alpha$ to a total assignment $\alpha'$ for $Q$ that is valid w.r.t. $D$.

Given a (partial) assignment $\alpha$, the notation $\alpha(\text{head}(Q))$ refers to the tuple obtained from $\text{head}(Q)$ by replacing each occurrence of a variable $l$ in $\text{head}(Q)$ by $\alpha(l)$. We denote by $\alpha(\text{body}(Q))$ the set of tuples and inequalities that are obtained by replacing every variable $l$ in $\text{body}(Q)$ with $\alpha(l)$.

**Witness** Let $\alpha$ be an assignment for $Q$ that is valid w.r.t. database $D$. A witness for $\alpha$ consists of all facts in $\alpha(\text{body}(Q))$.

The set of all valid assignments for a query $Q$ w.r.t. database $D$ is denoted by $A(Q, D)$, and the result of evaluating a query $Q$ on $D$, denoted by $Q(D)$, is the set $\cup_{\alpha \in A(Q, D)} \alpha(\text{head}(Q))$. Given a tuple $t \in Q(D)$, we write $A(t, Q, D)$ to denote the set of all valid assignments of $Q$ w.r.t. $D$ that yields $t$. $\alpha \in (A(Q, D) | t = \alpha(\text{head}(Q)))$. We refer to the witnesses for the assignments in $A(t, Q, D)$ as witnesses for $t$. Observe that a witness can in fact be extracted from a semiring of polynomials [30]. However, we use the term witness and witness set since we do not require the full generality of a provenance semiring.

Note that each tuple $t \in Q(D)$ induces a unique (partial) assignment that maps the variables in $\text{head}(Q)$ to the respective constants of $t$. With abuse of notation we refer to $t$ also as a partial assignment, which is by definition satisfiable for $D$.

**Example 2.2.** Using the same query and notations from Example 2.1, recall that $Q_1(D) = \{(\text{GER}, \text{ESP})\}$. Answer $t = (\text{GER})$ has two assignments, $\{\alpha_1, \alpha_2\}$, where $\alpha_1 = \{x \mapsto \text{GER}, y, z \mapsto \text{ARG}, d_1 \mapsto 13.7.14, d_2 \mapsto 8.7.20, u_1 \mapsto 1$-$0, u_2 \mapsto 1$-$0\}$, and $\alpha_2$ is similar except that $d_1$ and $d_2$ switches. Answer $t$ uniquely defines the partial assignment $t = \{x \mapsto \text{GER}\}$ and $t$ can be extended into all valid assignments in $A(t, Q_1, D)$. The assignment $\{x \mapsto \text{GER}, y \mapsto \text{ARG}, d_1 = d_2 \mapsto 13.7.14, u_1 \mapsto 1$-$0, u_2 \mapsto 1$-$0\}$ is invalid only because it does not satisfy the inequality $d_1 \neq d_2$. Partial assignment $\beta = \{x \mapsto \text{ITA}, y \mapsto \text{FRA}\}$ is non-satisfiable because it cannot be extended into a valid assignment w.r.t. $D$.

## 3. PROBLEM DEFINITION
We now present the formal model and problem statements behind our framework for query-driven interactive data cleaning.

### 3.1 Model and Problem
Let $D$ be our underlying database. Under the open world assumption, a fact that is in $D$ is true and a fact that is not in $D$ can be true or false. To model real-world data, we adopt the truly open world assumption where a fact that is in $D$ can also be true or false, in addition to the assumption that a fact that is not in $D$ can be true or false. In other words, we assume that a given database can contain mistakes, in addition to being incomplete. The truth of a tuple is given by the ground truth database $D_G$ that contains all true tuples and only them. Hence, a database $D$ is dirty w.r.t. $D_G$ if $D \neq D_G$. The database $D_G$ determines the true answers and true result of any query. The two databases $D$ and $D_G$ together determine the set of missing/wrong answers w.r.t. a given query.

**Definition 3.1.** Types of answers:

- **(True Answer, True Result)** A tuple $t$ is a true answer to a query $Q$ and database $D$ if $t \in Q(D)$ and $t \in Q(D_G)$. We call $Q(D_G)$ the true result of $Q$.
- **(Missing Answer)** A tuple $t$ is a missing answer to a query $Q$ and database $D$ if $t \in (Q(D) - Q(D_G))$.
- **(Wrong Answer)** A tuple $t$ is a wrong answer to a query $Q$ and database $D$ if $t \in (Q(D) - Q(D_G))$.

As in interactive systems such as data cleaning systems (e.g., [53, 21]) and mapping-design systems (e.g., [45]), we assume that a (domain expert) member has at least some knowledge about the ground truth. Hence, in our context, the crowd member could point out missing answers or wrong answers. Whenever a crowd member determines that a set of tuples is missing or wrong, the database $D$ will be cleaned, with the help of the crowd, only as much as needed to obtain $D'$ so that the missing answers occur in $Q(D')$ and the wrong answers no longer occur in $Q(D')$.

In our framework, the database $D'$ is achieved through a sequence of updates that are generated through answers to questions posed to the crowd. Each question-and-answer is an interaction with the crowd and each update is called an edit. An insertion edit $R(\vec{a})^+$ inserts the tuple $\vec{a}$ into relation $R$ in the database, while a deletion edit $R(\vec{a})^-$ removes the tuple $\vec{a}$ from $R$. An update to an existing tuple can be modeled by a deletion followed by an insertion. The result of updating $D$ with an edit $\epsilon$ is denoted by $D \oplus \epsilon$. We assume idempotent edits, that is, if $R(\vec{a})$ exists in $D$ then $D \oplus R(\vec{a})^+ = D$ and the same for deletion, if $R(\vec{a})$ is missing from $D$ then $D \oplus R(\vec{a})^- = D$. The minimization problem that we wish to solve is the following.

**Problem 3.2.** (Edit Generation Problem) Given a database instance $D$, a ground truth database $D_G$, and a query $Q$,
interact with the crowd minimally to derive a sequence $e_1, \ldots, e_k$
of edits such that $Q(D') = Q(D_G)$, where $D' = D \oplus e_1 \oplus \ldots \oplus e_k$.

Observe that we may have $Q(D') = Q(D_G)$ even though $D' \neq D_G$. In other words, the database $D'$ may produce the same query result as $Q(D_G)$ even when $D'$ is still incomplete and/or dirty.

As we shall describe more precisely in subsequent sections under the special cases where a tuple in the output is to be removed or inserted, an interaction can be a boolean question with YES/NO answer. In general, however, the number of edits that is derived may not correspond to the number of interactions with the crowd as multiple edits may be derived with one, or even no questions. Our results show that even in these special cases, Problem 3.2 is intractable. Furthermore, the hardness holds under the assumption that a crowd member has full knowledge of the ground truth DB and every question yields exactly one correct edit on the dirty DB.

3.2 Basic Architecture

As mentioned above, we start by examining two special cases of Problem 3.2. The first case is when there is a single wrong answer. The goal here is to find a list of deletion edits to apply on $D$ so that the resulting database $D'$ will not yield the wrong answer under $Q$. The second case deals with a single missing answer. The goal here is to find a list of insertion edits so that the resulting database $D'$ will yield the missing answer. We start by considering the following simple architecture (to be extended later).

**Target actions** There are two possible target actions that a user can specify: (1) remove a wrong answer from $Q(D)$ or, (2) add a missing answer to $Q(D)$.

**Crowd** In what follows, we assume there is a single crowd member who is a *perfect oracle*. A perfect oracle always speaks the truth and knows about $D_G$. Our techniques will be extended to multiple crowd members who may provide incorrect answers in Section 6.2.

**Questions to crowd members** We first consider a boolean question where we solicit YES or NO answers from the crowd to determine whether or not a tuple in $D$ should be inserted or deleted. In the next sections, we will consider interactions with the crowd members through other types of questions. For now, every question posed to the crowd is of the form true $(\bar{a})$?, which means “Is $R(\bar{a})$ true?”. A YES answer will generate an insertion edit $R(\bar{a})^+$ and a NO answer will generate a deletion edit $R(\bar{a})^-$. The result of updating $D$ according to the answer for question $q$ is denoted by $D \oplus ans(q)$, where $ans(q)$ is the edit that is generated respectively to the answer for $q$. Note that in general one may infer further edits based on the given answers and we will see some important examples for this later. But let us first assume for simplicity that no such inference is done and thus the length of the generated edit sequence equals to the number of questions asked. Hence, under these assumptions, minimizing the number of asked questions is the same as minimizing the number of edits.

**Workflow** The workflow that our system, called QOCO, follows can be intuitively described as follows. For now we assume that QOCO starts by receiving a target action on $Q(D_0)$, where $D_0$ is the initial database instance. QOCO will then generate a question and pose it to the crowd, and generate an edit based on the answer it receives from the crowd. The edit is then applied on $D_0$ to obtain a new database $D_1$. The question-answer-edit generation is repeated until QOCO determines that the desired target action can be achieved. The final database $D_k$, for some $k > 0$, is such that the target action is achieved with $Q(D_k)$.

At this point, a natural question is whether a strategy for generating questions to achieve a desired target action always exists. We first show that every edit on a database $D$ tends to bring $D$ “closer” to $D_G$. Formally, the distance between two database instances $D$ and $D'$, denoted by $|D - D'|$, is defined to be the size of the symmetric difference between $D$ and $D'$ ($(D - D') = |D' - D|$). Since the ground truth database is finite, and the perfect oracle provides only correct answers, there exists a naive strategy that guarantees that the workflow described above always converges for a specific target action, as long as questions are never repeated and values of the domain can be systematically enumerated. The following two propositions can then be easily proved (see Appendix).

**Proposition 3.3.** Let $e$ be an edit that is generated based on the oracle’s answer to a question. We have $|D \oplus e - D_G| \leq |D - D_G|$.

**Proposition 3.4.** Let $D_G$ be a finite database instance that represents the ground truth, $D$ be a database instance, $Q$ be a query, and $t$ be a target action. If the domain is ordered, then there is a finite number of questions $q_1, \ldots, q_k$, s.t. $Q(D \oplus\! \oplus ans(q_1) \oplus \ldots \oplus ans(q_k))$ achieves the desired target action.

A naive strategy that systematically enumerates all possible tuples in the domain, is of course too expensive to be practical. Hence, a more efficient solution is required. To illustrate the main principle of our algorithm, let us assume first, for simplicity, that there is just one wrong answer in the query result, and then that there is just one missing answer. We next describe our solutions to two sub-problems that correspond to the target actions of removing a wrong answer or adding a missing answer. These will form the essence of our solution to the general problem.

4. REMOVING A WRONG ANSWER

The first sub-problem of Problem 3.2 corresponds to the target action of removing a wrong answer (i.e., delete a tuple $t \in Q(D)$ and $t \not\in Q(D_G)$). The problem of identifying a set of $k$ corrective updates that need to be performed for removing a wrong tuple from the query result can be formalized as follows.

**Problem 4.1.** (Deletion Question Search Problem) Given $D, D_G, Q$, $t \in (Q(D) - Q(D_G))$, generate at most $k$ questions $q_1, \ldots, q_k$, of the type true $(\bar{a})$?, s.t. $t \not\in Q(D \oplus\! \oplus ans(q_1) \oplus \ldots \oplus ans(q_k))$.

**Theorem 4.2.** Problem 4.1 is NP-hard.

We prove the theorem by showing that the corresponding decision problem is NP-hard. For that we use reduction from a well known NP-hard problem, called the Hitting Set Problem [40] (See Appendix). The above result suggests that, in general, heuristics are needed in the design of an efficient algorithm for generating the right questions for removing a wrong answer from the output.

Before presenting our algorithm, we give some intuition for the solution. Recall that we have a wrong answer $t \in (Q(D) - Q(D_G))$, which we wish to delete. This answer is supported by a set of witnesses in $D$, $\{w_1, w_2, \ldots, w_n\}$, each $w_i$ is the set of facts in $\alpha_i(body(Q))$ where $\alpha_i$ is a valid assignment in $A(t, Q, D)$. Since $t$ is a wrong answer, at least one tuple in each $w_i$ must be false. We will use the crowd oracles to identify these false tuples. The challenge is thus to identify those false tuples with the fewest possible crowd questions. A minimal set of false tuples that covers all the witnesses is a minimal hitting set, defined below.

**Definition 4.3.** (Hitting Set). Consider the pair $(U, S)$ where $U$ is a universe of elements and $S$ is a set of subsets of $U$. A set $H \subseteq U$ is a hitting set if $H$ hits every set in $S$. In particular, $H \cap S' \neq \emptyset$ for every $S' \in S$. A minimal hitting set $H$, is s.t. $\forall e \in H, H \setminus \{e\}$ is not a hitting set.
Algorithm 1: CrowdRemoveWrongAnswer

Input: A query Q, a database D and a wrong tuple t.
Output: A list of deletion edits.
Init: DeletionEdits = ∅, S = wit(A(t, Q, D))
1. while S ≠ ∅ do
2.    foreach Singleton s = {R′(a′)} in S do
3.        DeletionEdits ← R′(a′)−
4.        Remove from S all sets that contain R′(a′)
5.    if S ≠ ∅ then
6.        R(ā) = MostFrequentTuple(S)
7.        if CrowdVerify(R(ā)) then
8.            S = {s \ {R(ā)} | s ∈ S}
9.        else
10.       Remove from S all sets that contain R(ā)
11.      DeletionEdits ← R(ā)−
12. return DeletionEdits

Consider a minimal hitting set where the universe U is exactly the facts in D and the sets in S are the witnesses for answer t. In general cases, there may exist more than one minimal hitting set for the witness set. Finding those hitting sets that contain only false tuples is not trivial, nor is identifying the smallest one among them (see the proof of Theorem 4.2). However, in certain cases, when there exists just one unique minimal hitting set, things become simpler: if there exist a unique minimal hitting set, all other hitting sets contain this set. Hence, it must be a set of false tuples which is safe to remove and no crowd questions are needed.

EXAMPLE 4.4. Consider two witnesses \{t_1\} and \{t_1, t_2\} for some false answer. \{t_1\} is a unique minimal hitting set, and thus it must be the case that \(t_1\) is false. In contrast, the witnesses \{t_1, t_2\} and \{t_1, t_3\} have two minimal hitting sets; \{t_1\} and \{t_2, t_3\}. Hence, no unique minimal hitting set exists, and to determine which are the false tuples the crowd must be consulted.

The following theorem proves that it is not hard to identify when a unique minimal hitting set exists, and it shows how to find it. (The proof is given in the Appendix.) Our algorithm will use this technique to reduce the number of crowd questions.

THEOREM 4.5. Given a pair \((U, S)\), as described in Definition 4.3, a unique minimal hitting set exists if and only if the elements of the singleton sets of S forms a hitting set for S.

Greedy deletion algorithm Our algorithm employs a greedy heuristic, asking the crowd first about tuples that occurs in the highest number of witnesses. This heuristic could be replaced by others, such as asking the crowd first about influential tuples [38] or, tuples with high causality/responsibility [44], or tuples which are least trustworthy (assuming that they have trust scores).

Out algorithm asks the crowd first about tuples that hit the largest number of witnesses. Intuitively, if a frequent tuple is indeed incorrect, deleting it from the database will eliminate all the witnesses in which it appears at once, whereas if found to be correct, it will provide a negative indication about the other tuples in those witnesses. This heuristic is repeatedly applied until either a unique minimal hitting set exists (and hence false tuples can be determined automatically), or all witnesses has been destroyed. This approach is described in Algorithm 1.

At the beginning of each iteration (lines 2-4), all tuples in the singleton sets are added to the deletion list. Then, all sets in S that contain these singleton tuples are eliminated from S. This routine (lines 2-4) guarantees, according to Theorem 4.5, that our algorithm will not pose questions to the crowd once there exists a unique minimal hitting set. Then, our algorithm greedily searches for tuples that, if found false, can eliminate the largest number of witnesses (lines 5-11). If the most frequent tuple is identified as correct, the algorithm removes it from all sets in S (line 8), otherwise it is added to the deletion list (line 11) and all sets in S containing this tuple are removed (line 10). Finally, the algorithm returns the list of deletion edits.

EXAMPLE 4.6. To exemplify, consider the same query Q, that finds the European teams that won the World Cup at least twice. Assume that our expert crowd member examines the answers for the query and finds the answer (ESP) to be wrong. Note that this answer is supported by six witnesses, w_1, w_2, ..., w_6, in D.

<table>
<thead>
<tr>
<th>Tuples of the witness</th>
<th>t_1 = Games(11.7.10, ESP, NED, Final, 1/0)</th>
<th>t_2 = Games(12.7.98, ESP, NED, Final, 4/2)</th>
<th>t_3 = Teams(ESP, EU)</th>
</tr>
</thead>
<tbody>
<tr>
<td>w_1</td>
<td>t_2 = Games(11.7.98, ESP, NED, Final, 4/2)</td>
<td>t_4 = Games(11.7.94, ESP, NED, Final, 3/1)</td>
<td>t_5 = Games(25.06.78, ESP, NED, Final, 1/0)</td>
</tr>
<tr>
<td>w_2</td>
<td>t_3 = Teams(ESP, EU)</td>
<td>t_6 = Games(25.06.78, ESP, NED, Final, 1/0)</td>
<td>t_7 = Teams(ESP, EU)</td>
</tr>
<tr>
<td>w_3</td>
<td>t_4 = Games(11.7.94, ESP, NED, Final, 3/1)</td>
<td>t_5 = Games(25.06.78, ESP, NED, Final, 1/0)</td>
<td>t_8 = Teams(ESP, EU)</td>
</tr>
<tr>
<td>w_4</td>
<td>t_6 = Games(25.06.78, ESP, NED, Final, 1/0)</td>
<td>t_7 = Teams(ESP, EU)</td>
<td>t_9 = Teams(ESP, EU)</td>
</tr>
</tbody>
</table>

No singletons exist in the witness set and hence we jump to lines 6-11. Tuple t_1 is most frequent, appearing in all witnesses, and so the algorithm poses the question TRUE(t_3)? to the crowd (line 7). Since t_3 is correct (t_3 ∈ D_C), the expert answers YES. True tuple t_3 = Teams(ESP, EU) is removed from each set (line 8). The remaining tuples in the witness set are now, respectively, {t_1, t_2}, {t_2, t_4}, {t_4, t_5}, {t_1, t_5}, {t_2, t_5}, {t_4, t_5} As all tuples occur equally often in the witnesses, QOCO will choose randomly between them. Suppose QOCO first poses the question TRUE(t_5)? (line 7). Since t_5 is a false tuple (t_5 ∉ D_C), the expert answers NO. Consequently, all witnesses that contain tuple t_5 are removed from the witness set, and t_5 is added to the deletion list (lines 10-11). The remaining witnesses and candidate tuples are now, respectively, {t_1, t_2}, {t_2, t_4}, {t_4, t_5} All tuples are again equally frequent, so suppose that QOCO now chooses to pose the question TRUE(t_1)? (line 7), and hence our expert answers YES. At this point, the sets in S are reduced to: {t_2, t_4}, {t_4, t_5} and there exists a unique minimal hitting set \{t_2, t_4\}. The remaining deletions can be automatically determined, without posing further questions to the crowd. Indeed, QOCO adds the tuples in the singletons to the deletion list and removes all sets that contain these tuples (lines 2-4). This step eliminates all remaining sets, and the algorithm terminates and the deletion list of false tuples is returned.

The list of deletion edits consists of false tuples that form a hitting set for the set of witnesses. In this example it is also a minimal hitting set, but generally, due to the greedy nature of the algorithm, this is not guaranteed. Note however that even when the set is not minimal the extra work is not wasted - the elimination of the redundant tuples does improve the correctness of the database, even
if not essential to the removal of the given wrong answer. More generally, observe that the set of questions being asked may not be minimal. For example, we asked the expert here about tuple \( t_3 \), that turned out to be correct and thus not added to the deletion list. Any algorithm that can be devised for this problem would confront the same issue (i.e., that a tuple picked by the algorithm as a candidate for deletion may be verified by the crowd to be correct), as the optimal strategy depends on \( D_C \) which is unknown.

5. ADDING A MISSING ANSWER

The second sub-problem of Problem 3.2 corresponds to the target action of inserting a missing answer to the output. Analogously, we formalize the problem of identifying a set of \( k \) corrective updates to be performed for adding a missing tuple to a query result as follows.

**Problem 5.1.** (Insertion Question Search Problem) Given \( D, D_C, Q, t \in (Q(D_C) - Q(D)) \), generate at most \( k \) questions \( q_1, \ldots, q_k \) of the type \( \text{TRUE}(\bar{R}(\bar{a})) \) s.t. \( t \in Q(D \oplus \text{ans}(q_1) \oplus \ldots \oplus \text{ans}(q_k)) \).

**Theorem 5.2. Problem 5.1 NP-hard.**

To prove this we use reduction from another known NP-hard problem named One-3SAT [40], see Appendix. Similarly to the case of removing a wrong answer, the above result suggests that, even if we had access to the ground truth database \( D_C \), heuristics are needed in the design of an efficient algorithm for generating the right questions to insert the relevant tuples to the database. To address this we will leverage the crowd’s knowledge of \( D_C \) and ask them more general questions than the simple boolean ones we have used so far. We approach crowd oracles to directly identify some of the true tuples that should be inserted to the database to add a missing answer to the output.

A naïve approach could be asking an oracle to provide the facts in a witness of the missing answer. Recall that giving a missing answer \( t \) we abuse the notation and \( t \) is also the induced partial assignment \( \alpha \) for query \( Q \). QOCO may ask the crowd member to complete (i.e., map \( \alpha \) to \( \alpha \)) which amounts to finding a valid assignment for \( Q \).

**Definition 5.3 (Subquery).** Let \( Q' \) be the following query \( \alpha_\text{ans}(\bar{u}_0) \) :- \( R'_1(u_1), \ldots, R'_k(u_k) \), \( E'_1, \ldots, E'_m \) and \( Q \) be the query \( \alpha_\text{ans}(\bar{u}_0) \) :- \( R_1(u_1), \ldots, R_n(u_n) \), \( E_1, \ldots, E_m \). We say that \( Q' \) is a subquery of \( Q \), denoted by \( Q' \leq Q \), if the following hold.

- \( R'_1(u_1), \ldots, R'_k(u_k) \subseteq R_1(u_1), \ldots, R_n(u_n) \)
- \( E'_1, \ldots, E'_m \subseteq E_1, \ldots, E_m \)

5.1 Query split

It is well-known that crowdsourcing works best when tasks can be broken down into simpler pieces. An entire witness generation may be a too large task for the crowd. Hence, we suggest an approach that exploits both the crowd and the underlying database \( D \) which is likely to work well if the underlying database is mostly correct and complete w.r.t. the query \( Q \). The goal is to help the crowd members by directing them with facts existing in the underlying database \( D \). For that we present the notion of splitting a query. Before continuing we define a subquery for a given query.

**Example 5.4.** Consider the query \( Q_2 \), that finds all European players who scored a goal in a World Cup final game; formally it is \( \exists(x) :- \text{Players}(x, y, z, w), \text{Goals}(x, d), \text{Games}(d, y, v, \text{Final}, u), \text{Teams}(y, EU) \). Notice that tuple \((\text{ITA}, \text{EU})\) is missing from \( D \) (but is in \( D_C \)), and hence all Italian players are missing from the output. For our discussion we look at missing answer \( t = (\text{Pirlo}) \) which defines the partial assignment \( [x \mapsto \text{Pirlo}] \). Consider query \( Q_2' \) that is \( x, w, v, d, u \) :- \( \text{Players}(\text{Pirlo}, y, z, w), \text{Goals}(\text{Pirlo}, d), \text{Games}(y, v, \text{Final}, u), \text{Teams}(y, EU) \). We split \( Q_2 |_{\text{Q}_2} \) into two subqueries:

<table>
<thead>
<tr>
<th>Subquery</th>
<th>Head</th>
<th>Body</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Q' )</td>
<td>( y, z, w, d, u, v )</td>
<td>( \text{Players}(\text{Pirlo}, y, z, w), \text{Goals}(\text{Pirlo}, d), \text{Games}(y, v, \text{Final}, u) )</td>
</tr>
<tr>
<td>( Q' )</td>
<td>( y )</td>
<td>( \text{Teams}(y, EU) )</td>
</tr>
</tbody>
</table>

Notice there is one valid assignment for \( Q' \) w.r.t. \( D \):
- \( \alpha_1 = (y \mapsto \text{w}), \text{ITA}, z \mapsto 1979, d \mapsto 9.6.06, v \mapsto \text{FRA}, u \mapsto 5:3, \text{ITA}, \text{EU} \)
- \( \alpha_2 = (y \mapsto \text{GER}), \alpha_3 = (y \mapsto \text{ESP}), \alpha_4 = (y \mapsto \text{BRA}) \).

Evaluating \( \text{body}(Q_2') \) under assignment \( \alpha_1 \), induces four tuples: \( \text{Players}(\text{Pirlo}, \text{ITA}, 1979, \text{ITA}), \text{Goals}(\text{Pirlo}, 9.6.06) \), Games(9.6.06, \text{ITA}, \text{FRA}, \text{Final}, 5:3), \text{Teams}(\text{ITA}, \text{EU}) \).

Notice that \( \alpha_3 \) is a total assignment for \( Q_2 |_{\text{Q}_2} \) (and not just for \( Q' \)). QOCO system presents to the crowd members \( \alpha_1(\text{body}(Q_2 |_{\text{Q}_2})) \) and the crowd members inform \( \alpha_2 \) is a valid assignment w.r.t. \( D_C \). Hence, QOCO concludes that the tuples in \( \alpha_1(\text{body}(Q_2 |_{\text{Q}_2})) \) need to exist in \( D \) to make \( (\text{Pirlo}) \) an answer. On the other hand, \( \alpha_3, \alpha_4 \) are non-satisfiable partial assignments for \( Q_2 |_{\text{Q}_2} \) w.r.t. \( D \). Hence, when QOCO system presents to the crowd \( \alpha_3(\text{body}(Q_2 |_{\text{Q}_2})) \)
for $i = 1, 2, 3$, they answer that these assignments are non-satisfiable. This is due to tuples such as Players($Pirlo, GER, z, w$) which occurs in $\alpha_3(body(Q_2[\bar{t}]_i))$ or Players($Pirlo, ESP, z, w$) which occurs in $\alpha_3(body(Q_2[\bar{t}]_i))$, that cannot be completed into a fact of $D_G$.

If we consider the naïve approach a user would have to complete all 4 tuples in query $Q_2$ through binding 6 variables. On the other hand, Example 5.4 showed that the crowd task can be reduced to a question whether a given assignment is valid or satisfiable, and ask for its completion, if possible. Consequently, in this example, the tuples in $\alpha_3(body(Q'_i))$ are verified as true tuples, and QOCO can automatically conclude that Teams(ITA, EU) should be inserted to $D$ in order to add (Pirlo) to the output $Q_2(D)$.

In this example we showed how a specific query split helped to reduce the amount of work done by the crowd and helped them to provide a witness for the missing answer. However, it can be tricky in general to decide how to split the query, and how to evaluate the subqueries to obtain a partial satisfiable assignment. Ideally, we should consider all subqueries of the query, but the number of subqueries is exponential, and so the amount of work required from the crowd is infeasible. We propose a greedy approach for splitting the query, which splits the query into two subqueries (see Subsection 5.2), evaluate each one of them and present to the crowd their partial assignments. The crowd is asked to verify if the partial assignment is also a valid total assignment, or complete the assignment if possible. We continue to split those subqueries recursively until a witness for the missing answer is found. If a valid assignment is not found through this process, we fall back to the naïve approach that asks the crowd to provide all tuples in the witness.

The assignments for subqueries of $Q'_i$, w.r.t. $D$ can result in one of the cases: (Case 1) A total valid assignment (e.g., $\alpha_1$ Example 5.4) or a total invalid assignment. In this case, the crowd needs to answer a simple true and false questions whether it is valid or not w.r.t. $Q'_i$ and $D_G$. (Case 2) A partial unsatisfiable assignment (e.g., $\alpha_2$ Example 5.4). Such assignments cannot be completed into one that “hits” $D_G$ and hence, effectively useless. (Case 3) A partial satisfiable assignment. In this case, the crowd will be asked to complete the partial assignment into a valid assignment.

As we will show in Section 7, under our assumptions that $D$ is mostly clean and complete, this heuristic is effective in helping the crowd to provide a valid assignment for the missing answer.

Greedy insertion algorithm We are now ready to describe our algorithm that uses the crowd as oracles to access $D_G$ for the goal of adding a missing answer to the output.

Algorithm 2 uses two helper methods. CrowdVerify($X$) is a crowdsourcing function that takes as input a set of tuples and inequalities. It verifies against crowd members whether facts (i.e., tuples with no variables) are true or false. It returns false if at least one of the tuples in the input is false, or if one of the inequalities is incorrect. CrowdComplete($\alpha, Q$) is another crowdsourcing function that takes as input a query $Q$ and a partial assignment $\alpha$ for $Q$ w.r.t. $D$. This method asks the crowd COMP($\alpha, Q$). If $\alpha$ is satisfiable w.r.t. $Q$ and $D_G$, the crowd member completes $\alpha(body(Q))$ to a valid assignment $\alpha'$, and then, CrowdComplete() method returns the corresponding list of insertions edits according to the witness $\alpha'(body(Q))$. Otherwise, it returns null.

The algorithm starts by splitting the input query and adding the subqueries to a queue (line 3). The main loop continues until a valid assignment for the missing answer is found, or if the subqueries queue is empty (line 4). At each iteration we pop a subquery from the queue (line 5). We evaluate the current subquery (line 6) and verify against the crowd whether it is a valid total assignment for the input query $Q$ (lines 8-10) or a partial assignment that should be completed with the crowd (lines 12-15). If not, we split the current query (lines 16-17) and continue to the next iteration. If the algorithm fails to find a partial assignment that can be extended into a valid assignment for $Q$ it posts to the crowd a question to provide a witness for the missing answer (line 18). In line 19 the algorithm executes the insertions of the true missing tuples.

5.2 Implementations of Split()

The Split() method, which appears in lines 3 and 17, is the heart of our algorithm. This is the heuristic discussed before, which breaks the input query into two subqueries.

Split() method can be implemented in different ways and we next describe two approaches that we examined and experimented on.

Data-directed approach This approach exploits provenance metadata [12], when available, to split the query. If we have database provenance for the query result, we can instrument methods similar to the WhyNot? system in [58]. In that work, they try to provide explanations to missing answers by identifying the manipulation operation(s) in the query plan that are responsible for excluding the missing answers. As opposed to WhyNot? we are not interested in explaining why an answer is missing, or describing the possible ways in which it potentially could be added but we wish to identify the correct edits to the underlying database that will add the answer to the result. Nevertheless, we can still exploit the output of WhyNot? system to wisely split a query. Our input to WhyNot? system is a query with no projection and no answers (i.e., $Q_t$ or one of its subqueries), and we ask “Why no answers?” When we get the manipulation operation(s) that are responsible for excluding the missing answer, we split accordingly. We omit here the details for lack of space, but illustrate in Figure 2 (right) such a split. In this example the WhyNot? mechanism outputs a join operation, and QOCO splits the query atoms accordingly, further adding to each subquery all the inequality involving its variables.

Query-directed approach In the absence of provenance information that points to the missing data items, one can try to use the
6. THE GENERAL ALGORITHM

The principles described above extend naturally to handle multiple wrong/missing answers and multiple imperfect experts. We detail these two extensions next.

6.1 Iterative Cleaning

In the general case our systems first needs to identify the set of wrong answers (resp., multiple missing answers). Then it can continue to process the actions of deleting (resp., inserting) an answer using the suggested solutions of Problems 4.1 and 5.1. For that we define two more crowd questions:

- True(Q, t)?: Is the result tuple t ∈ Q(DC)?
- Compl(Q(D)): Complete Q(D) into Q(DC).

A perfect oracle will answer YES to a question True(Q, t)? if and only if t ∈ Q(DC). An answer to a question Compl(Q(t)) is a missing answer t ∈ Q(DC), or null if Q(D) ⊆ Q(DC).

Note however that when both types of errors exist, fixing one type (e.g., a wrong answer) may lead to the occurrence of new errors of the second type (e.g., missing answers), and vice versa. For example, the deletion of false tuples that were the cause of an incorrect answer in the output, may cause the deletion of correct answers (that were previously there due some false tuples). Adding correct witnesses for these answers may in turn generate other incorrect answers (due to newly formed incorrect witness sets), and so on.

Example 6.1. Consider again query Q2 in Example 5.4, and the missing answer (Pirlo) ∉ Q2(D). QOCO needs to execute the insertion edit of [Teams(TA, EU) \+] on database D to add (Pirlo) to Q2(D). Note that D contains the false tuple Goals(Totti, 9.6, 0.6). Thus, if we add true tuple Teams(TA, EU), the wrong answer (Totti) will be added to the output of Q2, as a side effect.

A key observation which goes back to Proposition 3.3, is that each step in this tuple addition/deleting sequence brings the database closer to the ground truth database, and thus our algorithm, that iteratively handles these newly generated wrong/missing answers, is guaranteed to converge to the correct query result.

The algorithm enters the outer loop (line 1) in one of two cases; (1) during the first iteration, to cover the case when Q(D) is empty but Q(DC) is not. (2) when Q(D) \ VerifiedResults ≠ ∅, which means that there are unverified answers in Q(D) that must be verified against the crowd. This algorithm is iterative. It first handles wrong answers in the deletion part (lines 2-6). It identifies incorrect tuples in Q(D) by asking True(Q, t)? (line 3) and then calls CrowdRemoveWrongAnswer from Section 4 (line 6) to execute the deletion algorithm on wrong answers. Afterwards, it continues to the insertion part (lines 7-9). It uses the crowd to find tuples that should be added to Q(D) using the method CrowdComplete(Q(D)) (line 7) that poses questions of the type Compl(Q(D)) to the crowd. Then it calls CrowdAddMissingAnswer from Section 5 (line 8) to execute the needed insertion edits.

The helper method CrowdComplete(Q(D)) (line 7), that poses questions of the type Compl(Q(D)), needs to know when to stop...
posting these questions (i.e., when \( Q(D) \) is complete). In [59] the authors developed statistical tools to enable developers to reason about query completeness. We use their technique as a black-box, called enumeration black-box, to decide when the query result is complete. This black-box notifies QOCO once posing additional crowd questions asking to add missing answers is no longer necessary, because the query result is complete with high probability.

### 6.2 Multiple Imperfect Experts

For simplicity, up to this point, we assumed a single perfect oracle. We next extend our framework to support multiple crowd (imperfect) experts working in parallel. This extension has two different aspects: parallelism, and dealing with the fact that humans, even if experts, are imperfect and may make mistakes.

**Imperfect experts** Recall that QOCO system has four types of questions. Two boolean questions that verify tuples and answers, and two open questions (tasks) that ask to complete partial assignments of queries to complete the result sets of queries. To deal with potential errors in boolean questions, we use below a simple estimation method where each question is posed to a fixed-size sample of the crowd members and the answers are averaged. More generally one could use any black-box (e.g., of \([2, 47]\)) to determine the number of users to be asked and how to aggregate their answers (e.g., using majority vote). Regarding open questions, once a single expert provides an answer, the system poses an additional set of boolean questions to verify that the obtained answer is correct (using the black-box aggregator). More precisely, if tuple \( t \) is an answer to \( \text{COMPL}(Q(D)) \), the system will ask several experts the closed question \( \text{TRUE}(Q, t)? \). If a set of tuples \( S \) is the answer to some question \( \text{COMPL}(\alpha, Q) \), the system poses the question \( \text{TRUE}(R(\alpha))? \) for each tuple \( R(\alpha) \in S \). Note that the iterative nature of our algorithm provides further protection against wrong insertions/deletions: If some wrong (resp. correct) tuple was mistakenly inserted (deleted), it may be removed (added) in the next iterations, if it caused for a new wrong/missing answer.

**Parallelism** Recall that Algorithm 3 consists of two components: deletion (lines 2-6), and insertion (lines 7-9). It also has the outer loop (lines 1-10) that iteratively runs deletion and insertion components over and over again until termination. We would like to be able to maximize the use of all available crowd members at any point, to speed up the computation. Thus, we run the deletion and insertion parts in parallel. To allow that, we need a dedicated variable \( R_{\text{compl}} \) to hold the set of tuples in \( Q(D) \) at the time when the insertion loop is done according to enumeration black-box (line 7). We use this variable to add another condition \( Q(D) \neq R_{\text{compl}} \) to the outer loop (line 7). It is necessary because the deletion part, which is now executed simultaneously with the insertion part, might delete correct answers. We further use parallel foreach loops, in both deletion and insertion components. We verify the correctness of all tuples in \( Q(D) \) at the same time (line 3), or post together multiple completion questions (line 7). For a summarized list of the modifications to Algorithms 1, 2 and 3, previously discussed, see Appendix.

### 7. IMPLEMENTATION

We have implemented all the techniques described in the previous sections in QOCO. QOCO is implemented in PHP (back-end), JavaScript (front-end) and uses MySQL as the database engine. The system architecture is detailed in the Appendix.

Crowd members in popular crowdsourcing platforms such as Amazon Mechanical Turk or CrowdFlower are not always experts for the domains we use in our experiments. These platforms also do not allow to dynamically compute the questions to the crowd based on previously collected answers. We have thus implemented our own system and recruited our crowd through the relevant social networks to ensure that they have the necessary expertise for judging the truthfulness and completeness of the query results.

Our experiments are based on two different real-world datasets. A smaller database used as a showcase for the usefulness of our approach, and a larger dataset for comparing the performance to alternative baseline algorithms w.r.t. varying parameters. In our experiments we measured the efficiency of the algorithms in terms of number of questions posed the crowd. We also measured the running time required to select to next question. For our datasets this was always not more than one or two seconds and negligible for the user interaction, and we thus omit the exact measures here.

### 7.1 DBGroup database

The first database is our real-life DB group database (DBGroup), recording information on our group members, their research activities, publications, academic events, achievements etc. This dataset was created about 10 years ago and continuously maintained by various group members since, and currently contains around 2000 tuples. The DBGroup database is used to generate reports about the group’s research projects and achievements for various purposes, e.g., to be included in periodic grant reports. Thus, each item in the database has attributes that relate it to relevant grants and topics.

To showcase how QOCO can be used to effectively clean the database we have launched it with queries used to generate past reports, and were (positively) surprised by the results. Even though we expected the database, being maintained and curated by past and present members and extensively used for reports, to be correct, QOCO helped to discover several unnoticed mistakes.

To illustrate we present four queries from the last grant report.

- **Q1**: Find all keynotes and tutorials on topics related to ERC.
- **Q2**: Find all current group members financed by ERC.
- **Q3**: Find all students who participated in conferences in the past 30 months, where the travel was sponsored by ERC.
- **Q4**: Find all publications with the topic “crowdsourcing” published in the last 30 months.

With QOCO, we ran the above queries and our group members played the role of crowd experts. The black-box used for a decision mechanism was simple: three users were required for determining the correctness of an answer and the majority vote was taken. The whole experiment for this report took less then one hour from the posting of the call for participation in the group’s social network. During the process, we discovered 5 wrong answers (1 wrong keynote and 4 wrong group members) and 7 missing answers (1 missing keynote, 1 missing member, and 5 missing conferences). Consequently, QOCO cleaned the DBGroup database and removed 6 wrong tuples and added 8 missing tuples, which we have later manually verified to be all indeed correct edits.

### 7.2 Soccer database

The second database we experimented on is about Soccer games, including in particular the World Cup games. The Soccer database contains data about the games, goals, players, teams (national), clubs, etc. and consists of around 5000 tuples. This is a real-life database derived using automatic website scraping tools from sites \([63, 64]\). We first cleaned the Soccer database by comparing the data with reference data from FIFA official data \([24]\) and used this as our ground truth, then added to the dataset some controlled noise (to be explained in Section 7.2). Our experiments were carried out with 3 different notions of crowd; (1) a simulated perfect
oracle, namely an implemented oracle that consults with the ground truth Soccer database, (2) a real person who is a perfect expert; in fact, to make sure the results that we obtain are consistent, we repeated the experiments with three distinct people whom we know to be true Soccer experts, and (3) real crowd of imperfect experts consisting of soccer fans. Surprisingly, in all our experiments the perfect experts provided the exact same results as the simulated perfect oracle. First, the Soccer games database is at a reasonable scale and it was not difficult to find ardent fans who are extremely knowledgeable about the World Cup and soccer games in general. Second, these fans are usually competitive and will do all it takes (e.g., searching the answers on Google) for being the “master” of FIFA. As we shall explain, our results with imperfect experts are somewhat different.

The parameters we considered in our experiments are below.

**Degree of data cleanliness** refers to the ratio of number of true tuples in the dataset (i.e., \(|D \cap D_C|\)) to the total number of tuples in the dataset plus the tuples missing from the dataset (namely \(|D| + |D_C - D|\)). For example, if the data cleanliness is 50%, then the number of true tuples in the dataset is exactly the same as the total number of false and missing tuples. To simulate a dirty database which contains wrong and missing tuples, we add false tuples and remove true tuples to the cleaned Soccer data. We vary the cleanliness of our datasets from 60% to 95%.

The default value is 80%.

**Noise skewness** refers to the ratio of the number of false tuples in the dataset (i.e., \(|D - D_C|\)) to the number of these false tuples plus the number of the missing true tuples (namely \(|D - D_C| + |D_C - D|\)). We vary it from 100% where we have only false tuples and no true missing tuples, through 50% where the number of false and missing true tuples are equal, to 0% where we have only missing tuples and no false tuples. For our experiments with the deletion algorithm (Algorithm 1), the default value is 100% and for experiments with our insertion algorithm (Algorithm 2), the default value is 0%. For experiments in the general case (Algorithm 3), the default value is 50%.

**Degree of result cleanliness** is similar to the Data Cleanliness parameter, but considers the cleanliness of the query result, and thus refers to the ratio between \(|Q(D) \cap Q(D_C)|\) and \(|Q(D)| + |Q(D_C) - Q(D)|\). We illustrate our findings with the following five representative queries that are inspired by World Cup trivia quizzes from various websites e.g., [26, 25]. These queries have varying result sizes, from the smallest to largest:

- **Q1**: Find all European teams who lost at least two finals.
- **Q2**: Find all teams from the same continent that played at least twice against each other.
- **Q3**: Find all non-Asian teams that reached the World Cup knockout phase and won at least once.
- **Q4**: Find all teams that lost two games with the same score.
- **Q5**: Find all teams that won at least two games, while one of the opponents was a South American team.

Next, we describe the alternative baseline algorithms that we compared to our solution. Specifically, we compared the number of different crowd actions (i.e., boolean questions and open questions) posed by our solution (Algorithms 1, 2, and 3) to that posed by the competing algorithms running on the same input.

**Deletion baseline algorithms** For the case of deletions, we have two baseline algorithms (Random and QOCO−) that decide which tuples among the witnesses to verify against the crowd. In our experimental setup, QOCO executes in a loop and iteratively asks the crowd whether a given answer in \(Q(D)\) is correct. If the crowd deems that an answer in \(Q(D)\) is incorrect, then one of these baseline algorithms is used to determine which tuples in the witnesses of the wrong tuple should be verified against the crowd.

- **Random** - a naïve algorithm that randomly picks a tuple, among the tuples in the witnesses of the wrong answer, to verify next.
- **QOCO−** - a simplified version of our deletion algorithm that greedily picks the most frequent tuple among the tuples in the witnesses of the wrong answer, but does not identify when a unique minimal hitting set exists. Consequently, it continues posing further questions to verify the remaining tuples.

**Insertion baseline algorithms** Recall that the core of Algorithm 2 is the Split() method. Hence, we would like to study the effect of using different methods for splitting a query on the performance of Algorithm 2. We consider the following alternatives.
• Naïve - the naïve approach does not split the query.
• Random - randomly splits the given query into two subqueries.
• Min-Cut - splits the given query according to structure-based process presented in Subsection 5.2.
• Provenance - uses data provenance and the WhyNot? algorithm from [58], as discussed in Subsection 5.2.

Results for Perfect Oracle. Figure 3 shows the results of simulated perfect oracle (and thus also for a real perfect expert), for insertion, deletion, and the mixed general case algorithms with varying parameters. We refer to the version of Algorithm 3, that uses a combination of our deletion algorithm (i.e., Algorithms 1) with the Provenance-based insertion algorithm (i.e., Algorithms 2), as the “Mixed” algorithm. Each graph is the result of an experiment for an algorithm with a change in one of the parameters (mentioned in parenthesis), while the remaining parameters are assigned default values. For graphs 3a,...,3e the bottom part of each bar (in black) represents the lower bound count, i.e., the number of query answers that must be verified for deletion algorithms, the number of missing answers for insertion algorithms, and respectively, the number of query answers and missing answers for the mixed case. The middle part of each bar (in red) represents the actual number of verification questions (i.e., deletion questions) or the number of filled variables (i.e., insertion questions) or their sum when relevant. The top portion of each bar (in white) represents the number of questions saved or avoided relative to the upper bound. For example, for deletion, the total number of questions that one would ask with the naïve algorithm corresponds to the number of distinct tuples in the witness set of the answer that is to be deleted. Hence the total is always constant for a given query. Figure 3a shows that the total number of possible questions is 17 for Q1, 38 for Q2, and 140 for Q3. For insertion, the total number of questions is what would be asked by the naïve algorithm that does not split the query (that is, the highest number of unique variables that the expert needs to provide, in the worst case). We next detail the results.

Deletion algorithms. In all our experiments, QOCO had better performance results than its competitors. We present only a few representative graphs in the figure. We show only the graphs of queries Q1, Q2, and Q3 since the trends in queries Q4 and Q5 are similar. Figure 3a shows how the performance varies across queries Q1, Q2, and Q3. The difference between QOCO and QOCO due QOCO’s ability to identify unique hitting sets becomes more apparent as the size of the query grows (i.e., both number of results and number of tuples). In all cases, the two perform better than the Random algorithm that verifies all tuples of all witnesses. Figure 3d demonstrates how different levels of noise (i.e., varying degree of data cleanliness and result cleanliness) affects the performance. The numbers mentioned at the bottom of the graph, i.e., (2), (5), (10) represent the number of wrong answers among the answers in the result \( Q(D) \). The gap between the performance of QOCO and the Random algorithm increases with the noise level.

Insertion algorithms. In all our experiments the split-based algorithms performed better than the Naïve (the upper bound in the graphs), and the provenance-based split performed best. Interestingly however, there was no clear winner between the Min-Cut approach and the Random split. To illustrate Figure 3b shows the results for queries Q3, Q4 and Q5 (Queries Q1 and Q2 show similar trends to Q3 and are thus omitted). As we can see, the provenance-based algorithm always performs best, whereas for Min-Cut and Random, in Q3 the two perform the same, in Q4 Min-Cut is better than Random, and in Q5 the opposite holds. This confirms our intuition that the ideal split depends in practice on what data is missing, rather than on the structure of the query.

Figure 3e illustrates the performance of the algorithms for increasing degrees of noise for a specific query (Q3). Here again, for all setups of parameters, the provenance based algorithm performed better than both Min-Cut and Random algorithms, and among the these two, Min-cut was marginally better than Random for this query, but overall there was no clear winner.

Mixed algorithms. As mentioned before, we consider here an implementation of Algorithm 3 that uses QOCO deletion algorithm (as opposed to the weaker QOCO or Random) and the Provenance-based insertion algorithm. Results with other insertion algorithms are not presented for space constraints because they yield weaker results than the provenance based algorithm. As shown in Figure 3c, QOCO performed better than its competitors. In Figure 3f we use the Mixed algorithm, and the same query (Q3), but vary the number of missing and wrong answers. We demonstrate the distribution of different types of question presented to the crowd: verification of a result answer, verification of a tuple (a tuple contained in a false answer’s witness), and filling blanks that refer to both adding a missing answer and completing a missing tuple. As expected, the graph shows that the number of tuples and answers that are verified increases as the number of errors increases.

Results for Real Experts Crowd. Figure 4 illustrates that QOCO is also effective with the real crowd (imperfect experts for a certain domain). The trends we observed are similar to the set of experiments with a simulated oracle (or a perfect expert). We aggregated the results from 3 experts using majority vote rule for all the answers from the crowd (our chosen implementation for the black-box aggregator). Recall that for each answer to an open question, QOCO poses to the crowd 2 additional closed verification questions (see Section 6.2). The way we count crowd answers is slightly different for boolean (closed) questions and open ones. Answers to closed questions increase the counter by one, while answers to open questions increase the counter by the number of (unique) variables that the expert provided their values. In addition, since the decisions are made by majority vote, once two experts give the same answer, a decision can be made and a third answer is no longer needed. Hence the total number of crowd answers in Figure 4 may be smaller than 3 times the number presented in the matching graph for the single perfect expert experiment. The results of the two illustrated queries contained 5 missing and 5 wrong answers (but the computation of Q3 involves more tuples hence the corresponding larger number of crowd questions). 60% of the errors in each query (the more popular and well-known answers) were identified and corrected within an hour from the time the queries were posted on the social network. 90% was fixed within another hour, and the whole experiment completed within 3.5 hours, identifying all errors. Observe that the “fill missing” numbers are identical across different algorithms of Q2 (resp. Q3). This is because we use the same provenance-based insertion algorithm and hence, the same (number of) questions are posed to the experts.
8. RELATED WORK

Data cleaning As mentioned in the Introduction, numerous data cleaning techniques have been proposed in the past. Cleaning problems can be classified between single-source and multi-source problems and between schema and instance related problems [52]. Existing tools address problems such as deduplication [17], entity resolution [1, 4], and schema matching [46]. Common technical approaches are, inter alia, clustering and similarity measures [4]. Data mining tools for outlier detection [22] or association rules [55] are also used to improve data, to complete missing values, correct illegal values and identify duplicate records. [66] used query aware approach in a different context of determining uncertain objects in probabilistic data. The goal there is to generate a deterministic representation that optimize the quality of answers to queries/triggers that execute over the determined data. In the context of data cleaning [62] introduced the idea of cleaning only a sample of data to obtain unbiased query results with confidence intervals. Experimental results have indicated that only a small sample needs to be cleaned to obtain accurate results. QOCO is similar in spirit to [62] in that it uses the crowd to correct query results, but unlike QOCO, [62] does not propagate the updates back to the underlying database. Another critical difference from [62], as well as from prior work on data cleaning, is that the open world assumption that we support allows to add missing true tuples to the database.

Crowdsourcing Crowdsourcing, or human computation, is a model where humans perform small tasks to help solve challenging problems. Incentives can range from small payments to public recognition and social reputation to the desire to help scientific progress [51]. It is a powerful tool that has been employed for database cleaning tasks such as entity/conflict resolution [61, 65], duplicate detection [6, 11], schema matching [67, 35, 43], and filling up missing data [50, 49, 27]. These complimentary techniques can be used for the initial data cleaning and then refined by our approach. As previously mentioned, extensive research has also been devoted to develop algorithms to ensure the quality of answers, both for individual answers (e.g., outlier detection [42, 59, 16]) and aggregated answers (e.g., using error probability, or an average weighted by trust [48, 47, 54]). In addition, previous works propose different methods for evaluating crowd workers’ quality, e.g., to filter spammers and identify domain experts [42, 39, 36, 29, 37]. These methods too are complementary to our work and can be used here as a preliminary step to select our experts. Depending on the task, crowdsourced solutions may require a massive work force and may be expensive and time consuming. For instance, verifying that an ontology corresponds to an experts model of the scientific domain requires checking every relationship in the ontology [19]. As mentioned, we propose our query-oriented approach as means to focus resources to the most relevant portions of the underlying data.

View updates The problem of translating updates on the view into source updates so that the updates on the view are effectively captured is called the view update problem. Some of the works (e.g., [14, 9, 41]) compute the necessary updates on the source that will remove or insert the desired output tuple and, at the same time, minimizes the changes to the output. Our work follows more closely to the idea of automatically identifying “minimal updates” on the source that will correct one or more tuples in the query result [9]. However, a minimal source update does not always reflect the actual ground truth $D_c$. In fact, even though a minimal update to the source database will fix the query result, it may not correct the database. Even worse, it may actually further corrupt the database. Our algorithm in QOCO interactively leverages oracle crowds to identify a correct sequence of updates which may not always be “minimal” in the sense [9], to be performed. Such updates correct tuples in the underlying database in addition to fixing the errors in the query result.

Provenance The topic of data provenance (i.e., the origins or source of data) has been extensively studied in the past. Various notions of data provenance, such as lineage [15], why and where provenance [8], provenance semirings [30], have been proposed. Related to data provenance is the topic on explaining the reason(s) a tuple is in the result. Naturally, the data provenance of an output tuple can be used to explain the existence of the tuple in the output. In addition, other works, such as [3, 56], have considered how to explain the result or differences in aggregates in the result. More recently, there has been a number of research on deriving the changes that are needed to the underlying databases [34, 33, 32] or query [5, 10, 58, 31] so that a missing tuple appears in the output. The focus of our work, however, is neither to compute the data provenance nor to provide (all) explanations to the why or why-not questions but rather, to identify correct updates to apply to the underlying database to rectify the error in the output. Even if the explanations from prior work can be translated into corrective updates, their results do not suggest which corrective updates to apply.

9. CONCLUSIONS

We present QOCO, a novel query-oriented system for cleaning data with crowd oracles. An incorrect (resp. missing) tuple is removed from (resp. added to) the result of a query through updates on the underlying database, where the updates are derived by interacting with crowd oracles. The system uses a set of novel algorithms for minimizing the required interaction. Our experimental results on real-world datasets demonstrate the promise that QOCO is an effective and efficient tool for data cleaning.

There are several challenging directions for future work. Specifically, we plan to extend QOCO by supporting richer view languages, such as queries with aggregates and negation. Aggregates introduce significant complications as they are potentially numerous ways to achieve the same aggregate (e.g., to SUM to 100) and pruning the search space to identify the correct updates is challenging. On a related direction, we plan to investigate how constraints such as key and foreign key constraints can be incorporated into our framework. The presence of such constraints will require a more nuanced calculation of the (potential) interactions with the crowd, that take into account the dependencies among tuples and possible constraints violation. In addition, we plan to consider richer crowd interactions by allowing composite crowd questions where, for example, the correctness of several tuples is posed in a single question. Composite questions can potentially reduce the number of questions posed in general. We plan to investigate how to decide what kind of composite questions to ask and when to ask such questions. The crowd incentive and rewards model can also be improved. Currently we compute a user’s effort based on the number of tuples and variables she adds. The model can be enhanced to account for the frequency and novelty of a particular answer (e.g., rare facts are harder to find), and motivate users to provide less-trivial answers in general. Another extension is to consider a richer crowd interaction paradigm that allows for attributes modification or tuples merge, in addition to deletions and insertions. Finally, an intriguing question is how to incrementally maintain the cleaned data when the underlying ground truth changes.
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A. PROOFS

We provide below the proofs for the theorems and propositions presented in the paper.

**Proposition 3.3.** Let $e$ be an edit that is generated based on the oracle’s answer to a question. We have $|(D \oplus e) - D_G| \leq |D - D_G|$.

**Proof.** The edit $e$ is either $R(a)^+$ or $R(a)^-$.

Since $D \oplus e$ either removes a false tuple from $D$, or adds a true tuple to $D$, or leaves $D$ unchanged, the above inequality holds.

**Proposition 3.4.** Let $D_G$ be a finite database instance that represents the ground truth, $D$ be a database instance, $Q$ be a query, and $t$ be a target action. If the domain is ordered, then there is a finite number of questions $q_1, \ldots, q_k$, s.t. $Q(D \oplus \text{ans}(q_1) \oplus \ldots \oplus \text{ans}(q_k))$ achieves the desired target action.

**Proof.** Since the domain consists of values with an order, one can systematically enumerate all possible facts. For every fact $f$, we ask the question $\text{TRUE}(f)?$ to the crowd and apply the corresponding edits to the database until the target action $t$ is achieved.

It is easy to see that all facts in $(D - D_G) \cup (D_G - D)$ will be asked after a finite number of steps and hence, the desired target action must be achieved after a finite number of steps.

**Theorem 4.2.** Problem 4.1 is NP-hard.

**Proof.** We prove the theorem by showing that the corresponding decision problem is NP-hard. The deletion question decision problem asks: Given $D$, $D_G$, $Q$, $t \in (Q(D) - Q(D_G))$, does there exist at most $k$ questions $q_1, \ldots, q_k$ of the type $\text{TRUE}(R(a))$? s.t. $t \notin Q(D \oplus \text{ans}(q_1) \oplus \ldots \oplus \text{ans}(q_k))$? Clearly, the deletion question search problem is at least as hard as the deletion question decision problem.

Our reduction makes use of the Hitting Set Problem which asks: Given an instance $(U, S)$ where $U$ is a universe of elements and $S$ is a set of subsets of $U$, and a positive number $k$, does there exists a hitting set $H$ for $(U, S)$ such that $|H| \leq k$?

We will reduce an instance of the decision version of the Hitting Set Problem with $(U, S)$ and $k$ to the deletion question decision problem as follows: The underlying vocabulary is $\{u_1, \ldots, u_{|U|}, s_1, \ldots, s_{|S|}, d\}$, for each $u_i \in U$, $s_i \in S$ and $d$ stands for a constant that is different from the rest of the values. The instance $D$ consists of $|U| + 1$ relations. For each element $u_i \in U$, $1 \leq i \leq |U|$, there is a unary relation schema $R_i(\text{X}_i)$ where the relation $R_i$ has two facts $R_i(u_i)$ and $R_i(d)$. In addition, we have the relation schema $R(Z, A, \text{X}_1, \ldots, \text{X}_{|U|})$. For every set $S_i \subseteq S$, we record in $R$ the characteristic vector of $S_i$ that describes the elements which occur in $S_i$. The instance $D_G$ consists of the facts $\{R_i(d), \ldots, R_i(u_i)\}$. We define the query $Q$ to be $(z) \vdash R(z, y, w_1, \ldots, w_{|U|}), R_i(w_1), \ldots, R_i(w_{|U|})$.

Notice that $Q(D)$ consists of a single tuple $(d)$, while $Q(D_G) = \emptyset$. The input target action is to delete tuple $(d) \in Q(D)$. Recall that given an assignment $\alpha$ for a result tuple $t$, we call the set of tuples in $\alpha(\text{BODY}(Q))$ the witness for $\alpha$, (or simply, a witness for $t$). Notice
Theorem 5.2. Problem 5.1 NP-hard.

Proof. We prove the theorem by describing a reduction from the following NP-hard problem, which we call One-3SAT. An instance of the One-3SAT problem is a satisfiable 3CNF formula \( \Phi \) where each clause in \( \Phi \) has three literals. The problem of constructing a satisfying assignment for a satisfiable formula \( \Phi \) is NP-hard [23]. We will show that if there is a polynomial time algorithm for generating at most \( k \) questions such that \( t \in Q(D \oplus \text{ans}(q_1) \oplus \ldots \oplus \text{ans}(q_k)) \), then one can construct a satisfying assignment for \( \Phi \) in polynomial time.

Suppose there is a polynomial time algorithm \( P \) for the output insertion question search problem. Given a 3SAT formula \( \Phi \), we construct an input instance for the output insertion question search problem as follows: The database instance \( D \) is the empty database. Construct a relation for every clause in \( \Phi \) as follows. For every clause \( \varphi_i \in \Phi \), where \( 1 \leq i \leq |\Phi| \), construct a relation \( R_i(A, X_{i1}, X_{i2}, X_{i3}) \) where \( X_{ij} \) denotes the \( j \)th literal in \( \varphi_i \) and \( A \) is a fresh attribute that does not occur among the literals of \( \Phi \). In database \( D_C \), every relation \( R_i \), \( 1 \leq i \leq |\Phi| \), consists of facts that represent the satisfying assignments of the corresponding clause \( \varphi_i \). For example, given \( \varphi_1 = (X_1 + X_2 + X_3) \), there are 7 facts (all of \( R_1(d, 1, 1, 1) \) to \( R_1(d, 0, 0, 1) \) except \( R_1(d, 0, 0, 0) \)) in \( D_C \). For the clause \( \varphi_2 = (X_1 + X_2 + \neg X_3) \), there are 7 facts in \( D_C \), all except for the tuple \( R_2(d, 0, 0, 1) \). The value \( d \) is a fresh constant that is different from 0 or 1. Recall that the crowd member must answer YES to questions of the form \( \text{true}(R_i(\bar{a})) \), if \( R_i(\bar{a}) \in D_C \). Now, define the query \( Q \) to be \( (x) : R_1(x, x_{11}, x_{12}, x_{13}), \ldots, R_{|\Phi|}(x, x_{|\Phi|,1}, x_{|\Phi|,2}, x_{|\Phi|,3}) \) where the variables \( x_{i,1}, x_{i,2}, x_{i,3} \) correspond to the literals in clause \( \varphi_i \) in \( \Phi \). For example, the corresponding query for \( \varphi_1 \) and \( \varphi_2 \) is \( (x) : R_1(x, X_1, X_2, X_1), R_2(x, X_1, X_2, X_3) \) and \( \text{Var}(Q) = \{X_1, X_2, X_3, X_4\} \). The output \( Q(D) \) is \( \emptyset \) since \( D \) is empty. The wanted target action is to insert tuple \( (d) \), because \( (d) \in Q(D_C) \). It is straightforward to verify that the input to the output insertion question search problem can be constructed in polynomial time in the size of \( \Phi \).

We now execute our polynomial time algorithm \( P \) on \( D, D_C, Q, (d), k \) leads to a satisfying assignment for \( \Phi \). For \( (d) \) to appear in the output, there must be at least one tuple per relation \( R_i \), where \( 1 \leq i \leq |\Phi| \), such that the tuples from different relations join according to \( Q \). Since we are only allowed \( |\Phi| \) questions, a solution to \( P(D, D_C, Q, (d), k) \) must contain exactly one question \( \text{true}(R_i(\bar{a})) \)? for a tuple in each relation and the answer to the question must be YES. Furthermore, since these tuples must join together to produce \( (d) \), we can conclude that the satisfying assignment for each clause together form a satisfying assignment for \( \Phi \).

B. THE GENERAL ALGORITHM

The list of modifications to Algorithms 1, 2 and 3, designed to support multiple imperfect experts in parallel, as described in Section 6.2, are:

1. Post all closed questions multiple times according to the aggregator black-box. These questions are in Algorithm 1 in line 7, Algorithm 2 line 7, and Algorithm 3 line 3.
2. Verify an answer to each opened question with closed verification questions posted to the crowd. These questions appear in Algorithm 2 lines 12, 18, and Algorithm 3 line 7.
3. Run both deletion and insertion parts in parallel. To allow that, we add another condition \( Q(D) \neq \text{reject complete} \) to the outer “while” loop in Algorithm 3 line 1.
4. Use parallel foreach loops, in both deletion part (Algorithm 3 lines 2-6) and insertion part (Algorithm 3 lines 7-9).

C. SYSTEM ARCHITECTURE

Figure 5 illustrates QOCO’s system architecture. We describe the major components next. The crowd, who are answering questions, and the user (requester) who is running the query over the DB, interact with QOCO through the User Interface. In our experiments with simulated oracle, the User Interface was replaced with a simulator (called the ground truth) that returned answers to queries from the ground truth database. There are three core modules. QOCO Manager is responsible for interacting with the Database, and managing iterations and deletions as described in Algorithm 3. It receives the query from the requester and executes it on the Database. It performs the needed insert and delete actions identified by the Deletion module (Algorithm 1) and Insertion module (Algorithm 2).

Figure 5: QOCO architecture